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A B S T R A C T   

In a Computer Numerical Controlled (CNC) finishing process, the target material removal from an optical surface 
is guided by the convolution between the influence function of a machine tool and its dwell time at certain points 
over the surface. To reduce dynamics stressing and increase machining efficiency, the dwell time must be 
converted to varying velocities, which are the actual inputs to the machine tool controller. Conventionally, the 
conversion assumed constant acceleration and relied on linear motion interpolation, which caused discontinu-
ities in velocities. This unsmooth motion affects the material removal distribution, and, thus, the accuracy of the 
finished surface shape. Many modern CNC machines support the smoother, cubic-polynomial interpolated 
Position-Velocity-Time (PVT) motion mode; however, the conventional scheduler may fail to provide suitable 
velocities for the PVT. This study answers this challenge by proposing a novel PVT-based velocity scheduler that 
achieves smooth motion while considering CNC dynamic limits. Firstly, the principle of the PVT is explained, and 
the PVT-based velocity scheduler is formulated. Secondly, a quadratic programming is used to optimize the 
velocities by imposing the CNC dynamic constraints and the C1 continuities (zeroth and first derivatives are 
continuous) simultaneously. Thirdly, the smoothness and accuracy of the scheduled velocities are studied on 
different kinds of tool paths via simulation. Finally, a sub-0.3 nm level surface finishing experiment using ion 
beam figuring is demonstrated to verify the feasibility of the proposed method. The PVT-based scheduler and 
simulator code is open-sourced.   

1. Introduction 

In the past decade, the need for precision optical surfaces has dras-
tically increased in both industry and laboratory applications, such as 
telescopes [1,2], reflective mirrors for synchrotron radiation and free- 
electron laser facilities [3–7], and EUV lithography optics [8,9]. The 
surface profile accuracy ranges from microns for visible light applica-
tions down to sub-nanometer levels for X-ray imaging at the diffraction 
limit. In the manufacture of such optical components, Computer Nu-
merical Controlled (CNC) finishing is required in the final stages of 
fabrication to achieve ultra-precision level of accuracy. Compliant ma-
chine tools [10], such as bonnet [11], fluid jet [12,13], 

magnetorheological fluid [14] and ion beam [15], are often required. 
at these stages to correct the final residual errors without damaging 

the substrate. 
In a CNC finishing process, the target material removal from an op-

tical surface is modeled and guided by the convolution between the Tool 
Influence Function (TIF) of a machine tool and its dwell time varying 
along a tool path over the surface [16]. The level of accuracy is mainly 
improved in three ways: one is to optimize the dwell time to minimize 
residual errors within dynamic constraints. In addition, the tool paths 
should be properly designed to reduce dynamic errors and repetitive 
tool marks. Finally, even with an ideal dwell time and tool path com-
bination, its accurate and smooth implementation in a CNC machine is 
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crucial to guarantee the planned material removal distribution and thus 
the accuracy of the finished surface. 

As for dwell time optimization, the mainstream methods include the 
iterative method [17], Fourier transform method [18] and matrix-based 
method [19]. Wang et al. improved the iterative method by adjusting 
the initial dwell time with the volumetric removal rate of a TIF and 
introducing a relaxation factor to accelerate convergence [20]. Wang 
et al. automated the inverse filtering in the Fourier transform method 
and proposed a method for simultaneously minimizing the residual er-
rors and total dwell time [5]. This method was further refined by 
advanced surface extensions to achieve ultra-precision level of accuracy 
[6]. Wu et al. reformulated the matrix-based method. Path and surface 
error weighting factors were introduced to the Tiknohov regularization 
to help search for an appropriate damping factor required by the Least- 
Squares with QR factorization (LSQR) solver [21]. But this method re-
quires multiple trial-and-error exercises in determining the damping 
factor and is computationally expensive. Dong et al. further related the 
ranges of damping factors to TIF sizes [22] and the computational effi-
ciency was improved by a stitching algorithm [23]. Adding practical 
constraints on residual error [24,25], dwell time local gradient [24,26] 
and CNC dynamic limits [25–28] were also attempted. However, these 
methods are often hard to apply in practice due to the computationally 
expensive constrained solvers. Recently, Wang et al. combined the 
iterative and matrix-based methods that universally smoothed the dwell 
time solution, minimized the residual error and reduced the computa-
tional complexity. Kang et al. and Ke et al. verified the feasibility and 
advantages of optimizing dwell time for multiple tools at the same time. 
Ke et al. and Kim et al. even proposed [29] and improved [30] the 
multiplexing algorithm to coordinate different tools in a CNC machine. 
All these methods have pushed dwell time optimization to a new era of 
high accuracy and robustness. However, they only provided dwell time 
for discrete dwell points. The order and pattern of how these points are 
visited should be determined by tool path optimization. 

As for tool path optimization, raster paths are the simplest tool paths, 
in which the machine tool scans the surface along a single axis. None-
theless, repetitive patterns (i.e. the so-called periodic Middle Spatial 
Frequency (MSF) errors) will be left on the surface if the tool spacing is 
too big or the processing time is extended. While Wan et al. claimed that 
these defects could be reduced by post-processing the surface with 
sparse bi-step raster paths [31], this challenge was mainly resolved by 
not generating those patterns via tool path randomization. Dunn and 
Walker proposed pseudorandom tool paths [32] and Wang et al. intro-
duced unicursal maze paths [33] to restrain the MSF errors. Negi et al. 
adapted random paths to different surface shapes by introducing 
another degree of angle randomness and incorporating local material 
removal distribution [34]. However, all these paths require sharp cor-
nering, which adds dynamic stressing to the machine tool. To solve this 
problem, Beaucamp et al. and Wang et al. introduced circular-random 
paths [35] and tree-shaped random paths [36], respectively, which 
avoided the generation of any corners in the path. By applying these 
methods, the periodic MSF errors were suppressed, and the surface 
roughness was improved. With the optimized dwell time along a well- 
defined tool path, the next challenge is to accurately implement the 
dwell time in the machine tool controller. 

As for dwell time implementation, the most naïve way was through 
position mode [37], in which the machine tool was moved to the next 
dwell point with infinite acceleration and dwell there for the calculated 
time. Position mode is simple to implement, but it incurs extra pro-
cessing time and deteriorates surface accuracy because of unsmooth 
motions. To answer these challenges, dwell time was converted to ve-
locities and the controller was actually driven by varying velocities at 
different locations along tool paths. Zhou et al. proposed a conversion 
method adopting the trapezoidal model [38], in which the velocities in 
each machining interval are composed of an accelerating/ decelerating 
part with constant acceleration followed by a constant velocity part. By 
applying this method, they saved processing time and achieved higher 

convergence ratio compared to the position mode. However, the CNC 
dynamic constraints, such as the maximum acceleration and speed, were 
not well considered. Unsmooth motion was found in machining intervals 
due to the discontinuities in velocity. Also, the motion may overshoot 
the planned positions (see Fig. 2) because of the fixed acceleration. 
Mizouea et al. identified the CNC dynamics of their machine from ex-
periments and adjusted the original velocities accordingly using a par-
ticle swarm optimization before inputting them to the machine 
controller. Although the impact of controller dynamics in micro-groove 
polishing was reduced [39] with this method, the motion smoothness 
still relied on the original velocities. Han et al. introduced the Gaussian 
Mixture Model (GMM) to model experimental TIFs and thus obtained an 
analytical convolution model [40]. From this model, velocities could be 
directly optimized within dynamic constraints through adaptive 
machining intervals for raster paths. In this way, they improved the 
stability of their fluid jet polishing machine without compromising with 
accuracy. However, the GMM may fail to sufficiently model the details 
of complex machine tools, such as bonnet tools, and this method is hard 
to generalize to more advanced tool paths as reviewed above. 

In fact, modern CNC controllers (e.g. Galil DMC-40×0 series, Googol 
Technology GTS-400 controllers, etc.) support more advanced motion 
modes, such as the Position-Velocity-Time (PVT) mode. This mode al-
lows arbitrary motion profiles to be defined by position, velocity and 
time individually for each axis. The controller will interpolate the mo-
tion profile between each two consecutive positions using a third-order 
polynomial. Therefore, the velocities and accelerations in the PVT 
description are guaranteed to be piece-wise quadratic and linear, 
respectively, which leads to smoother motion and avoids overshooting. 
Lu et al. successfully applied the PVT to improve the precision and ef-
ficiency of sculpture surface machining [41]. However, in our finishing 
scenario, it is not straightforward to implement dwell time in the PVT 
mode, since the required velocity inputs to the PVT are unknown. Our 
preliminary research [15] verified the possibility of feeding the PVT 
with the velocities calculated using the constant-acceleration model 
[38], but those trapezoidal velocities did not fit the PVT description. 
Especially when the CNC dynamic constraints are reached, the motion 
may be distorted, resulting in excessive position errors, and thus unex-
pected material removal distribution. 

The PVT is potentially a preferable motion programming mode if 
velocities can be reasonably obtained from dwell time under its own 
framework. In view of this gap, we propose a PVT-based velocity 
scheduler that achieves reliable and smooth motion control within 
machine dynamic constraints. First, two acceleration equations are 
introduced to the original PVT model in each machining interval. This 
enables to simultaneously compute the velocities and polynomial co-
efficients for the PVT control. Coupled with a quadratic programming 
formulation, CNC dynamic constraints are naturally included in the 
velocity optimization. More importantly, the level of continuities in 
velocity can be explicitly controlled in this formulation. For example, 
the C1 continuities can be imposed by adding equality constraints on the 
derivatives of the intermediate velocities. Simulations of applying the 
PVT-based scheduler to the raster path, maze path [33] and Random 
Adaptive Path (RAP) [34] are performed to verify the validity of this 
scheduler. Finally, a sub-0.3 nm level surface finishing experiment using 
Ion Beam Figuring (IBF) is demonstrated to show that the velocities 
optimized from the proposed method can be perfectly followed by a 
Galil PVT controller. The code for the PVT-based velocity scheduler, 
sampler and simulator are open sourced at [42]. 

2. Velocity scheduling from dwell time 

2.1. Planning computer-controlled finishing processes 

Fig. 1 schematically describes the planning phase of any computer- 
controlled finishing processes. Initially, tool paths are defined based 
on the target removal map in a Clear Aperture (CA). A tool path, as 
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shown in Fig. 1(a), is composed of dwell points and velocity control 
points. Dwell points reside at the center of their two adjacent velocity 
control points. Ideally, it requires that the time of moving from one 
velocity control point to another is equal to the dwell time at the in- 
between dwell point. 

Afterwards, dwell time is calculated for those dwell points through 
dwell time optimization in Fig. 1(b), which are then converted to ve-
locities at the velocity control points in Fig. 1(c). To verify the fitness of 
the velocities, as shown in Fig. 1(d), they are up-sampled, from which a 
much denser tool path is generated [39]. This is the actual tool path that 

Fig. 1. Planning a finishing process: a tool path containing velocity control points and dwell points is defined for the clear aperture (a). Dwell time is calculated for 
the dwell points along the path (b), which is then converted to the x and y components of the velocities at the velocity control points(c). The actual tool path is 
calculated from up-sampling the velocities (d), from which the residual errors are estimated through the path-dependent convolution (e). 

Fig. 2. The constant-acceleration-based velocity scheduler (a) may overshoot the specified positions because the acceleration is fixed. The PVT-based velocity 
scheduler (b) can avoid this problem by linearly adjusting the acceleration. 
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is used to estimate the residual errors via the path-dependent convolu-
tion in Fig. 1(e). It can be observed from Fig. 1, that even with ideal 
dwell time, reasonable velocity scheduling is crucial for the ultra- 
precision accuracy and fast convergence to target shapes. 

2.2. Notations and constraints in velocity scheduling 

Positions, velocities and accelerations constitute a feed drive system. 
Fig. 2 describes the motions among four velocity control points, where 
pi, vi and ai (i = 1, 2, 3, …, N, where N is the number of dwell points) 
represent the position, velocity and acceleration for the arbitrary χ-axis 
(where χ ∈ {x,y,z}) at the ith velocity control point, respectively, while 
ti ≥ 0 denotes the moment when the tool arrived at that point. 

With v0 = 0, a0 = 0 and t0 = 0, the dwell time, di > 0, for the dwell 
point between pi− 1 and pi shown in Fig. 1, is calculated as 

di = ti − ti− 1. (1) 

In other words, the time a tool travelling from pi− 1 to pi is di. For a 
specific stage, its motion is constrained by its maximum velocity and 
acceleration as 

|vi| ≤ vmax

|ai| ≤ amax
, (2)  

where vmax and amax represent the maximum velocity and acceleration in 
the χ-axis. The key in velocity scheduling is thus to covert di to vi at pi 
within the vmax and amax constraints. These notations are used in the rest 
of this study. 

2.3. Velocity scheduling with constant acceleration 

Most simply, vi can be calculated as vi = (pi − pi− 1)/di, i.e. the average 
velocity for the [pi− 1,pi] segment. Nevertheless, the actual dwell time is 
not equal to di, since any feed drive system must have a course of ac-
celeration or deceleration. Zhou et al. proposed a constant-acceleration 
model [38] to solve this problem. As shown in Fig. 2(a), the segment 
between pi− 1 and pi in this model is composed of an acceleration part 
with a fixed acceleration, a, and a constant-velocity part. The motion in 
this segment is summarized in the following five equations as, 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

s1 + s2 = si

τ1 + τ2 = di
(
v2

i − v2
i− 1

)/
s1 = 2a

(vi − vi− 1)/τ1 = a
s2 = viτ2

, (3)  

where si = pi − pi− 1, τ1 and s1 are the time and displacement for the 
acceleration part, respectively; and τ2and s2 are the time and displace-
ment for the constant-velocity part, respectively. From Eq. (3), 

v2
i − 2(vi− 1 + adi)vi +

(
v2

i− 1 + 2asi
)
, (4)  

where vi is the only unknown and is solved as 

vi+ = (vi− 1 + adi) −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(vi− 1 + adi)
2
−
(
v2

i− 1 + 2asi
)√

, (5)  

vi− = (vi− 1 + adi) +

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(vi− 1 + adi)
2
−
(
v2

i− 1 + 2asi
)√

, (6)  

if (vi− 1 + adi)2 ≥ (vi− 1
2 + 2asi). When the tool accelerates, i.e. si/di > vi− 1 

and a > 0, the current velocity vi = vi+; when the tool decelerates, i.e. si/ 
di < vi− 1 and a < 0, the current velocity vi = vi− . If (vi− 1 + adi)2 < (vi− 1

2 +

2asi), which means that a is so small that si cannot be achieved within di, 
vi is calculated as the maximum achievable velocity on si as 

vi = vi× =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

v2
i− 1 + 2asi

√
(7)  

and the actual dwell time is dia = (vi× − vi− 1)/a so that dia ∕= di. 
In the real implementation of the constant-acceleration model, a =

amax is always used to maximally avoid vi×. Also, vi = vmax is enforced 
when the maximum velocity of the stage is exceeded. Although these 
extreme situations seldom happen in finishing of surfaces, another two 
problems that greatly affect the accuracy of the constant-acceleration 
model are reflected in Fig. 2(a). First, the velocities are discontinuous. 
This unsmooth motion adds dynamic stressing to CNC controllers. More 
seriously, due to the fixed a, overshoot may happen when a is too large 
for a small si. This back-and-forth motion will remove extra material and 
thus seriously deteriorate the local surface profile. Even with a mathe-
matically valid a, the actual CNC controller has its own feed drive system 
that does not implement the mechanism described in Eq. (3). 

3. PVT-based velocity scheduler 

3.1. Principle of PVT motion control 

Based on the above analysis, an appropriate velocity scheduler 
should not only ensure the motion smoothness, but also consider the 
actual control mode of a specific CNC controller. PVT is a motion mode 
that has been supported by many modern CNC controllers. As shown in 
Fig. 2(b), it describes the positions between each two consecutive ve-
locity control points as a third order polynomial. The velocities and 
accelerations are thus quadratic and linear on that segment, respec-
tively, which is smoother and more flexible than the constant- 
acceleration model. The motion between pi− 1 and pi in PVT is 
controlled as 
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ci,1t3
i− 1 + ci,2t2

i− 1 + ci,3ti− 1 + ci,4 = pi− 1

ci,1t3
i + ci,2t2

i + ci,3ti + ci,4 = pi

3ci,1t2
i− 1 + 2ci,2ti− 1 + ci,3 = vi− 1

3ci,1t2
i + 2ci,2ti + ci,3 = vi

(8)  

where ci = (ci,1,ci,2,ci,3,ci,4)T are the polynomial coefficients for the 
[pi− 1,pi] segment. Known the positions, velocities and times at the (i − 1) 
th and ith points, ci can be uniquely solved from Eq. (8). Fig. 2(b) shows 
the positions, velocities and accelerations generated with the PVT mode 
using the same position, velocity and time parameters at the velocity 
control points shown in Fig. 2(a). It is obvious that the overshoot 
problem in the constant-acceleration model is well mitigated in the PVT 
model thanks to the linearly variable accelerations. 

As described in Eq. (8), the velocities are the inputs to the PVT 
model. However, they are the unknowns that should be calculated in our 
velocity scheduling problem. Although the velocities calculated with 
constant acceleration can be simply fed into the PVT model, they fail to 
fit the PVT description and the expected motion may thus be distorted. 

Assuming that vi− 1 is known when calculating vi, Eq. (8) still contains 
five unknowns, i.e. ci,1, ci,2, ci,3, ci,4 and vi, but four equations. At least 
one more equation is required to uniquely solve for the velocities. 
Moreover, Eq. (8) lacks the control of accelerations, making it impos-
sible to fully consider the CNC dynamic limits. In the rest of this section, 
the new PVT formulation that is able to solve for the velocities is 
introduced, followed by the explanation of the necessary strategies to 
consider CNC dynamic limits and ensure the smoothness of the calcu-
lated velocities. 

3.2. Velocity scheduling with PVT 

To uniquely solve for the velocities and obtain the control of accel-
erations, we introduce two additional equations to Eq. (8) which 
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describe the accelerations at pi− 1 and pi as 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ci,1t3
i− 1 + ci,2t2

i− 1 + ci,3ti− 1 + ci,4 = pi− 1

ci,1t3
i + ci,2t2

i + ci,3ti + ci,4 = pi

3ci,1t2
i− 1 + 2ci,2ti− 1 + ci,3 = vi− 1

3ci,1t2
i + 2ci,2ti + ci,3 = vi

6ci,1ti− 1 + 2ci,2 = ai− 1

6ci,1ti + 2ci,2 = ai

. (9) 

With vi− 1 and ai− 1 known, Eq. (9) contains six equations with six 
unknowns, which are ci,1, ci,2, ci,3, ci,4, vi and ai, therefore, it can be 
uniquely solved. 

The CNC dynamic limits given in Eq. (2) can be naturally added as 
the constraints to Eq. (9). To further ensure the smoothness of the mo-
tion, the C1 continuity constraints on the velocities are imposed by 
enforcing the equality of the derivatives of vi as 

dv−i
dt

=
dv+i
dt

, (10)  

where 

v−i = 3ci,1t2
i + 2ci,2ti + ci,3 (11)  

and 

v+i = 3ci+1,1t2
i + 2ci+1,2ti + ci+1,3 (12)  

are theare the velocities at the ith velocity control point calculated from 
the [pi− 1,pi] and [pi,pi+1] segments, respectively. Substituting Eqs. (11) 
and (12) to Eq. (10), the final smoothness constraint is obtained as 

6ti
(
ci,1 − ci+1,1

)
− 2

(
ci+1,2 − ci,2

)
= 0. (13) 

By combining Eqs. (2), (9) and (13) and rewriting Eq. (9) in matrix 
form, the PVT scheduler for the ith velocity control point is formulated 
as 

solve

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

t3
i− 1 t2

i− 1 ti− 1 1 0 0
t2
i t2

i ti 1 0 0
3t2

i− 1 2ti− 1 1 0 0 0
3t2

i 2ti 1 0 − 1 0
6ti− 1 2 0 0 0 0
6ti 2 0 0 0 − 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟
Ci

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ci,1

ci,2

ci,3

ci,4

vi

ai

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

⏟̅̅̅ ⏞⏞̅̅̅ ⏟
xi

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

pi− 1

pi

vi− 1

0
ai− 1

0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

subject to

⎧
⎪⎨

⎪⎩

|vi| ≤ vmax

|ai| ≤ amax

6ti
(
ci,1 − ci+1,1

)
− 2

(
ci+1,2 − ci,2

)
= 0.

(14) 

For all the PVT segments, there will be 6N equations and 6N un-
knowns in total. Eq. (14) can be combined to solve for all the N velocities 
simultaneously. In addition, by imposing the initial and the ending ve-
locities and accelerations as 

v0 = 0, a0 = 0, vN = 0, and aN = 0, (15)  

respectively, the stage is guaranteed to be properly started and stopped. 
Combining Eqs. (14) and (15) for all the N segments, the PVT scheduler 
can be thought of containing 6N + 4 equations with 6N unknowns, 
which becomes a constrained least-squares problem that can be 
described as 

solve

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 1 0 … 0

0 0 0 0 0 1 … 0

C1

E C2

⋱ ⋱

⋱ ⋱

E Ci

⋱ ⋱

⋱ ⋱

E CN

0 … 0 0 0 0 1 0

0 … 0 0 0 0 0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
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⎢
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⋮
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⋮

⋮
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⋮
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⎥
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⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
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⏟̅̅̅⏞⏞̅̅̅⏟
d

,

subject to

⎧
⎪⎪⎨

⎪⎪⎩

⃒
⃒xi,5

⃒
⃒ ≤ vmax

⃒
⃒xi,6

⃒
⃒ ≤ amax

Aeqx = beq

(16)  

in which 

E =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 − 1 0
0 0 0 0 0 0
0 0 0 0 0 − 1
0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

,di =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

pi− 1
pi
0
0
0
0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

xi, j denotes the jth element of the xi vector, and Aeqx = beq are the 
equality constraints that enforce the C1 continuities in velocity for the 
intermediate velocity counterpoints from p1 to pN− 1. Therefore, based on 
Eq. (13), Aeq is a (N − 1) × 6N matrix with the (m,n) element defined as 

Aeq(m, n) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

6tm, n = 6m − 5

− 6tm, n = 6m + 1

2, n = 6m − 4

− 2, n = 6m + 2

0, otherwise

,

for m = 1, 2, …, N, n = 1, 2, …, 6N, while beq = 0T is a zero vector. Eq. 
(16) can then be simply solved as a quadratic programming problem, 

minimize
1
2

xT Px + qT x

subject to

⎧
⎪⎪⎨

⎪⎪⎩

⃒
⃒xi,5

⃒
⃒ ≤ vmax

⃒
⃒xi,6

⃒
⃒ ≤ amax

Aeqx = beq

, (17)  

where P ¼ CTC and q ¼ ¡ CTd. 
It is worth mentioning that special care should be taken in config-

uring the bounding constraints for the velocities, i.e. |xi, 5| ≤ vmax in Eq. 
(17). We found that the calculated velocities might have different signs 
than the movement direction. Defining the positive direction of any 
χ-axis as the direction in which pi increases, |xi, 5| ≤ vmax should be 
rewritten as 
{

0 < xi,5 ≤ vmax, pi+1 ≥ pi

− vmax ≤ xi,5 < 0, pi+1 < pi
. (18) 

With this modification, the inappropriate velocities are avoided. 
Also, the calculated velocities vi can be substituted back to Eq. (8) to 
refine the polynomial coefficients ci. 
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4. Simulation 

The smoothness and accuracy of the PVT-scheduled velocities are 
studied via simulation. As shown in Fig. 3(a) and (b), a flat Silicon mirror 
with the size of 92 mm × 16 mm is measured with our stitching inter-
ferometry system [43–45]. The initial height error is 6.32 nm Root Mean 
Square (RMS). The raster path, maze path and RAP shown in Fig. 3(c), 
(d) and (e), respectively, are used to test the PVT-based velocity 
scheduler. The tool spacing in each path is set as 0.5 mm. The TIF used in 
the simulation given in Fig. 4 is extracted our IBF system [15]. The dwell 
time is optimized with our universal Dwell Time Optimization (UDO) 
algorithm [7] and the residual error after processing with each tool path 
is estimated by following the procedure shown in Fig. 1. The dynamic 
limits of the x and y stages in the IBF system are vmax

x = 250 mm/s, amax
x 

= 2000 mm/s2, vmax
y = 150 mm/s, and amax

y = 1000 mm/s2, respectively. 
In the rest of this section, the smoothness of the PVT-scheduled ve-

locities is first studied by the comparison between the PVT-based and 
constant-acceleration-based schedulers. The accuracy of the PVT-based 
scheduler is examined by applying it to different tool paths and check-
ing the estimated residual errors. 

4.1. PVT-based scheduler vs. constant-acceleration-based scheduler 

To examine the smoothness of the PVT-scheduled velocities, the 
constant-acceleration-based scheduler and PVT-based scheduler are 
applied to compute the velocities for the maze path shown in Fig. 3(d). 
In the constant-acceleration-based scheduler, the maximum accelera-
tions, i.e. amax

x and amax
y , are used. 

Based on the same dwell time (which is 8.17 min in total), Fig. 5(a) 
and (b) demonstrated the tool paths up-sampled with the constant- 
acceleration-based and PVT-based schedulers, respectively. It can be 
found that all the velocity control points in both cases are properly 
visited. However, as shown in Fig. 5(c) and (d), when we further 
examine the velocities of the highlighted tool path segments, it is 
obvious that the PVT-scheduled velocities are much smoother than those 
scheduled with the constant accelerations. Therefore, with a PVT- 
enabled machine controller, the PVT-based scheduler will exert less 
dynamic stressing on the feed drive system. 

4.2. PVT-based scheduler applied to different tool paths 

Fig. 6(a), (b) and (c) demonstrate the corresponding dwell time maps 
with the up-sampled tool paths obtained through the PVT-based 
scheduler. The accuracy of the PVT-scheduled velocities is studied by 
applying the PVT-based scheduler to the raster path, maze path and 
RAP, comparing the respective velocities along considered paths in x 
and y directions as shown in Fig. 3(d) and respective residual error 
topography in Fig. 3(e) to (f). 

It can be observed that, the total dwell time optimized for the three 
kinds of tool paths (which is 8.15 min, 8.17 min and 7.64 min, respec-
tively) are similar to each other and every velocity control point is 
properly visited, which verifies the stability of the UDO algorithm and 
the accuracy of the proposed PVT-based scheduler. However, as we 
closely study the scheduled velocities in the x and y directions for the 
three tool paths in Fig. 6(d), we found that the RAP has the highest 
variations in velocities, the maze path comes to the second, and the 
raster path is the most uniform, which indicates that the sharp cornering 
in the RAP and maze path requires frequent accelerations and de-
celerations, and the smaller the cornering angles are, the more dynamic 
stressing will be added to the feed drive system. This is further man-
ifested by examining the residual errors estimated in Fig. 6(e), (f) and (g) 
for the three tool paths. With the raster path, as shown in Fig. 6(e), only 
the periodic tool marks along the y direction can be seen. For the maze. 

path and RAP shown in Fig. 6(f) and (g), respectively, even though 
the repeated tool marks are absent, it is clear that the errors concentrate 
on the corners in the tool paths instead. Again, the smaller the cornering 
angles are, the larger the final residual errors will result. Therefore, the 
trade-off between the complexity of a tool path and the expected level of 
residual errors should be carefully evaluated in practice. 

5. Experiment 

To confirm the feasibility of the proposed PVT-based scheduler in 
real applications, it was applied to finish a flat multi-layer silicon sub-
strate (see Fig. 3(a)) using our IBF system. This mirror was requested by 
one of the beamlines at the National Synchrotron Light Source II with 
the specification on the residual error of ≤0.3 nm RMS. To achieve such 
a high level of accuracy, as described in Fig. 7(a), we chose to use the 
PVT-based scheduler with the raster path, for it provides the best 

Fig. 3. The simulation is performed using (a) a rectangular flat mirror with the size of 92 mm × 16 mm. (b) The target removal map is measured to be 6.32 nm RMS. 
The (c) raster path, (d) maze path, and (e) RAP are used to test the proposed PVT-based velocity scheduler. 
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Fig. 4. The IBF machine tool is extracted as a Gaussian-shape TIF.  

Fig. 5. Up-sampled tool paths calculated from the (a) constant-acceleration-based schedule and (b) PVT-based scheduler. The PVT-scheduled velocities in both the 
(c) x and (d) y directions are smoother than those obtained with the constant accelerations. 

Fig. 6. Up-sampled tool paths with the PVT-based scheduler for the (a) raster path (Visualization-1), (b) maze path (Visualization-2) and (c) RAP (Visualization-3). 
From (d) the velocity profiles in the x and y directions, it is found that sharper cornering results in larger variations in velocities, and thus affects the local material 
removal distributions as shown in the residual maps in (e), (f), and (g). 
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residual error estimation and adds the smallest dynamic stressing to the 
IBF machine. 

The IBF system [15] used in the experiment, as shown in Fig. 7(b), is 
equipped with a KDC10 ion source from Kaufman & Robinson. The 
operational parameters are beam voltage, Ub = 600 V; beam current, Ib 
= 10 mA; accelerator voltage, Ua = − 90 V; and accelerator current, Ia =

2 mA. The CNC unit in the IBF system is composed of three translation 
stages (one NLS8–500 and two NLE-50) from Newmark and an NSC-G3- 
E-41× feed drive controller equipped with a CMC-41×3 motion card 
from Galil, which supports PVT motion mode. 

The experiment procedure is described in Fig. 7, where the scheduled 
velocities for the raster path were sent to the IBF machine controller. The 
stitching interferometry platform [44] was used to measure the surface 
form errors before and after IBF. As shown in Figs. 3(b) and 7(b), the 
height error on the mirror surface was greatly improved from 6.32 nm 
RMS to 0.19 nm RMS in only one IBF run. Moreover, the measured re-
sidual error coincides with the estimation shown in Fig. 7(a), which 
confirms the feasibility of applying the proposed PVT-based velocity 
scheduler to real finishing processes. 

6. Open-sourced PVT-based velocity scheduler and simulator 

The PVT modulated velocity scheduler proposed in this study is open 
sourced with both MATLAB and C++ implementations [42]. Steps 2–4 
shown in Fig. 1 are all included in the implementations. For small-scale 
problems, the MATLAB version is sufficient to provide the results in a 
reasonable time. Also, we found that the velocity-based estimation is 
preferred to the dwell-time-based estimation, since it reflects the effects 
of tool paths on the material removal distribution. 

However, due to the heavy computational burden in Steps 3 and 4, 
this velocity-based estimation cannot be realized when the number of 
the velocity control points on a tool path are large. Therefore, we 
accelerated these two steps in C++ by exploiting their parallel 
computing patterns. As tested on a workstation equipped with an Intel 
(R) Xeon(R) Gold 5118 CPU (2.30GHz and 12 cores) and 64 GB RAM, 
the parallelized implementation is 30 to 60 times faster than the MAT-
LAB version. 

As an example, the raster-path simulation shown in Fig. 6(a) contains 
8434 points on the up-sampled tool path. The surface error map was 
measured with 168 × 985 pixels. The C++ based simulation only cost 
1.7 s to obtain the estimation shown in Fig. 6(e). 

7. Conclusion 

In this study, we proposed a Position-Velocity-Time (PVT) modu-
lated velocity scheduler to obtain smooth and reliable velocities 
considering CNC dynamic limits for PVT-enabled machine controllers. 
The PVT model used to convert dwell times to velocities were formu-
lated, and the quadratic programming was introduced to optimize the 
velocities by considering the dynamic and continuity constraints 
simultaneously. Compared with the conventional constant-acceleration- 
based velocity scheduler, the proposed method avoided the over-
shooting problem and achieved much smoother motion. From the 
simulation of applying the proposed method to different kinds of tool 
paths, it was found that, even with sharp corning, the scheduled ve-
locities could accurately be used to traverse the planned tool paths. 
Finally, the experimental result verified that the PVT-based scheduler 
could be reliably applied to achieve a high level of accuracy at sub-0.3 
nm root mean square. 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.jmapro.2023.01.005. 
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