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#### Abstract

Talbot imaging is a well-known effect that causes sinusoidal patterns to be reimaged by diffraction with characteristic period that varies inversely with both wavelength and the square of the spatial frequency. This effect is treated using the Fresnel diffraction integral for fields with sinusoidal ripples in amplitude or phase. The periodic nature is demonstrated and explained, and a sinusoidal approximation is made for the case where the phase or amplitude ripples are small, which allows direct determination of the field for arbitrary propagation distance. Coupled with a straightforward method for calculating the effect in a diverging or converging beam, the Talbot method provides a useful approximation for a class of diffraction problems. © 2010 Optical Society of America

OCIS codes: $\quad 050.1940,070.6760$.


## 1. Introduction

When a periodic object is illuminated by coherent light, an exact image of the structure will appear at certain distances by free-space propagation. This phenomenon is known as the Talbot effect [1] or self-imaging, which is a typical Fresnel or near-field diffraction. In Fresnel diffraction, the spherical waves arising from point sources in the aperture are approximated as quadratic-phase surfaces. When collimated light illuminates the periodic object, the self-image planes are equispaced and well defined. If the object has a period of $p$ and the wavelength of the illumination is $\lambda$, then the self-images are formed in planes, which are multiples of the Talbot distances $z_{T}=2 p^{2} / \lambda$. The Talbot distance is valid for collimated illumination. For spherical illumination, the replication of the object is amplified and the distance between the self-image planes varies with propagation.

Besides those self-image planes, the diffraction field at any distance behind the periodic object is of interest to many researchers. Winthrop and Worthington [2] describe the diffraction pattern of

[^0]periodic objects as the superposition of certain replicas of the initial objects using the Fresnel-Kirchhoff formulation. Each replica of the object is shifted laterally and modulated in amplitude and phase by a constant coefficient, which is obtained from a series of complex numbers. Ojeda-Castaneda and Sicre [3] and Testorf and Ojeda-Castaneda [4] discussed the Talbot effect using the Wigner distribution function (WDF), which provides a link between Fourier optics and geometrical optics. Their approach allows calculating the field distribution at a fractional Talbot distance. Lu and Zhou use the finite-difference time-domain (FDTD) method to analyze the field distribution at any plane behind the periodic object [5].

When the periodic objects have either weak phase or amplitude distribution, the calculation of the field distribution at any plane can be simplified. This paper reviews the calculation for this case using the angular spectrum method [6]. With small-angle approximation, it shows that the amplitude and phase of the electric field have fairly simple expressions: both the phase and amplitude modulation has a sinusoidal variation as a function of the propagation distance. For a wavefront with a certain spatial frequency, the Talbot effect can be used to estimate the phase and amplitude after it propagates to any distance and can greatly simplify the calculation.

The Talbot distance as described above is valid only for collimated illumination. This paper presents an equivalent propagation distance that allows application of the Talbot effect in converging or diverging light. We find that the phase and amplitude modulation as the wavefront propagates depend only on the Fresnel number and the spatial frequency of the initial object.

This paper focuses on the general analysis of wavefront propagation using the Talbot effect and the simulation shows its validity. An example of the application in the metrology with interferometers is provided in our other papers [ $\underline{[-10]}$.

## 2. Talbot Effect in a Collimated Beam

The Talbot effects of sinusoidal amplitude and phase gratings in collimated illumination are discussed in the next two sections. We follow the conventional Fourier analysis shown by Goodman [6] to derive the amplitude and phase distribution after the periodic structure propagates to a certain distance.

## A. Sinusoidal Amplitude Grating

Consider a one-dimensional (1-D) sinusoidal amplitude field distribution with a period of $p$ and magnitude of variation $\alpha$, which could be created by uniform illumination upon a grating with sinusoidal transmission:

$$
\begin{equation*}
u(x)=1+\alpha \sin \left(\frac{2 \pi x}{p}\right) \tag{1}
\end{equation*}
$$

This treatment neglects edge effects, assuming a continuous function over $x=(-\infty,+\infty)$. The angular spectrum of this amplitude grating can be obtained by taking a Fourier transform of $u(x)$ :

$$
\begin{equation*}
U_{z=0}(\xi)=\delta(\xi)+\frac{1}{2} j \alpha\left[\delta\left(\xi+\xi_{0}\right)-\delta\left(\xi-\xi_{0}\right)\right] \tag{2}
\end{equation*}
$$

where $\xi$ is the spatial frequency, $j$ is the imaginary unit, and $\delta$ is the delta function. This angular spectrum is nothing more than three plane-wave beams with appropriate direction and phase. The diffraction pattern after propagating a distance $z$ can be calculated by multiplying its angular spectrum $U_{z=0}(\xi)$ with the free-space transfer function $H_{z}(\xi)$ and then taking an inverse Fourier transform [6]. If the period of the grating is very large compared to the wavelength $\lambda$, the free-space transfer function is

$$
\begin{equation*}
H_{z}(\xi)=e^{j \frac{2 \pi z}{\pi} \sqrt{1-(\lambda \xi)^{2}}} \approx e^{j^{\frac{2 \pi z z}{x}} e^{-j \pi z z \xi^{2}} .} \tag{3}
\end{equation*}
$$

Applying the free-space transfer function to $U_{z=0}(\xi)$ gives

$$
\begin{align*}
U_{z}(\xi)= & e^{\frac{j 2 \pi z}{\lambda}}\left\{\delta(\xi)+\frac{1}{2} j \alpha e^{-j \pi z \lambda \xi_{0}^{2}}\left[\delta\left(\xi+\xi_{0}\right)-\delta\left(\xi-\xi_{0}\right)\right]\right\} \\
= & e^{\frac{2 \pi z}{\lambda}}\left\{\delta(\xi)+\frac{1}{2} j \alpha\left[\cos \left(\pi z \lambda \xi_{0}^{2}\right)\right.\right. \\
& \left.\left.-j \sin \left(\pi z \lambda \xi_{0}^{2}\right)\right]\left[\delta\left(\xi+\xi_{0}\right)-\delta\left(\xi-\xi_{0}\right)\right]\right\} . \tag{4}
\end{align*}
$$

By dropping the constant phase term $e^{j^{\frac{2 \pi x}{\lambda}}}$ at any plane, the diffraction field after propagating a distance of $z$ can be given by taking an inverse Fourier transform of $U_{z}(\xi)$ :

$$
\begin{align*}
u_{z}(x)= & 1+\alpha\left[\cos \left(\pi z \lambda \xi_{0}^{2}\right)-j \sin \left(\pi z \lambda \xi_{0}^{2}\right)\right] \sin \left(\frac{2 \pi x}{p}\right) \\
= & 1+\alpha \cos \left(\pi z \lambda \xi_{0}^{2}\right) \sin \left(\frac{2 \pi x}{p}\right) \\
& -j \alpha \sin \left(\pi z \lambda \xi_{0}^{2}\right) \sin \left(\frac{2 \pi x}{p}\right) \tag{5}
\end{align*}
$$

If this complex field is written in the form of the amplitude and phase $u_{z}(x)=A_{z}(x) e^{i \psi_{z}(x)}$, then the amplitude is the square root of the imaginary and real parts. If the amplitude is described with a Taylor series in $\alpha$,

$$
\begin{align*}
A_{z}(x)= & \sqrt{1+2 \alpha \cos \left(\pi z \lambda \xi_{0}^{2}\right) \sin \left(\frac{2 \pi x}{p}\right)+\alpha^{2} \sin ^{2}\left(\frac{2 \pi x}{p}\right)} \\
\approx & 1+\alpha \cos \left(\frac{2 \pi z}{z_{T}}\right) \sin \left(\frac{2 \pi x}{p}\right) \\
& +\frac{1}{2} \alpha^{2} \sin ^{2}\left(\frac{2 \pi z}{z_{T}}\right) \sin ^{2}\left(\frac{2 \pi x}{p}\right)+\ldots \tag{6}
\end{align*}
$$

and the phase is the arctangent of the ratio of the imaginary part to the real part and its Taylor series in $\alpha$ is

$$
\begin{align*}
\psi_{z}(x)= & \arctan \left[\frac{-\alpha \sin \left(\pi z \lambda \xi_{0}^{2}\right) \sin \left(\frac{2 \pi x}{p}\right)}{1+\alpha \cos \left(\pi z \lambda \xi_{0}^{2}\right) \sin \left(\frac{2 \pi x}{p}\right)}\right] \\
\approx & -\alpha \sin \left(\frac{2 \pi z}{z_{T}}\right) \sin \left(\frac{2 \pi x}{p}\right) \\
& +\frac{1}{2} \alpha^{2} \sin \left(\frac{4 \pi z}{z_{T}}\right) \sin ^{2}\left(\frac{2 \pi x}{p}\right)+\ldots \tag{7}
\end{align*}
$$

where $z_{T}$ is the Talbot distance and $z_{T}=2 p^{2} / \lambda$. Up to this point, the only approximation we have made is to assume that the period of the grating is larger than the wavelength. If we make another assumption, that this grating has a small variation in amplitude relative to the mean ( $\alpha \ll 1$ ), then the higher order terms of the Taylor series in Eqs. (6) and (7) can be ignored. By only keeping the linear term of $\alpha$ in both $A_{z}(x)$ and $\psi_{z}(x)$, it shows that the variation
of the amplitude $A^{\prime}$ follows a cosine function with the propagation distance:

$$
\begin{equation*}
A^{\prime} \approx \alpha \cos \left(2 \pi \frac{z}{z_{T}}\right) \tag{8}
\end{equation*}
$$

Also, the amplitude ripples create phase ripples and the magnitude of the phase $W^{\prime}$ (in waves) follows a sinusoidal function with propagation distance:

$$
\begin{equation*}
W^{\prime}=-W \sin \left(2 \pi \frac{z}{z_{T}}\right)=-\frac{\alpha}{2 \pi} \sin \left(\frac{\pi z \lambda}{p^{2}}\right) \tag{9}
\end{equation*}
$$

where $\alpha=2 \pi W$, the amplitude of the sinusoidal phase ripple in radians. At a distance $z=\frac{n z_{T}}{2}$ ( $n$ is an integer), the diffraction pattern has pure amplitude variation; at a distance $z=\frac{(2 n+1) z_{T}}{4}$, the diffraction pattern has constant amplitude and pure phase variation. For a weak amplitude grating, the amplitude and phase follow a cosine and a sine function, respectively, as the beam propagates. This simple conclusion is useful and helps estimate the amplitude and phase after the beam propagates to any plane. The more general case is also interesting because the harmonics are also periodic with higher frequency. So propagation of a full Talbot cycle for the fundamental coincides with integral numbers of periods for the harmonics. Talbot imaging does not require the small amplitude approximation, but the simplification that allows calculation of the field at arbitrary propagation distances does.

## B. Sinusoidal Phase Grating

A 1-D pure sinusoidal phase grating with a period of $p$ and magnitude of $W$ in waves illuminated by a collimated beam can be described as an infinite sum of Bessel functions [6]:

$$
\begin{equation*}
u_{z=0}(x)=e^{j \alpha \sin \left(\frac{2 \pi x}{p}\right)}=\sum_{q=-\infty}^{+\infty} J_{q}(\alpha) \cdot e^{j \frac{2 \pi q z}{p}} \tag{10}
\end{equation*}
$$

where $\alpha=2 \pi W$ in radians. By following the procedure described for the amplitude grating [Eqs. (2)(5)], the diffraction field, after propagating a distance of $z$, can be calculated as

$$
\begin{equation*}
u_{z}(x)=\sum_{q=-\infty}^{+\infty} J_{q}(\alpha) \cdot e^{-j \pi z \lambda\left(\frac{q}{p}\right)^{2}} \cdot e^{j 2 \pi x_{p}^{q}} \tag{11}
\end{equation*}
$$

The field distribution at any plane $z$ is an infinite sum of Bessel functions. If we make the same assumption, that the phase ripple is much less than $1 \operatorname{rad}(\alpha \ll 1)$, then we can approximate the field distribution at any plane $z$ by looking only at the lower orders Bessel functions. If $\alpha \geq 1$, then the higher order Bessel functions may be larger than the lower order ones and cannot be neglected.

When $\alpha \ll 1$, the sinusoidal phase described in Eq. (10) can be simplified to

$$
\begin{align*}
u_{z=0}(x) & =e^{j \alpha \sin \left(\frac{2 \pi x}{p}\right)} \\
& \approx 1+j \alpha \sin \left(\frac{2 \pi x}{p}\right)-\frac{\alpha^{2}}{2} \sin ^{2}\left(\frac{2 \pi x}{p}\right)+\ldots \tag{12}
\end{align*}
$$

and the field distribution at the plane $z$ becomes

$$
\begin{align*}
u_{z}(x)= & 1-\frac{\alpha^{2}}{4}+j \alpha \cdot e^{-j \frac{\pi / z}{p^{2}}} \sin \left(\frac{2 \pi x}{p}\right)+\frac{\alpha^{2}}{4} \\
& \cdot e^{-j \frac{4 \pi n z}{p^{2}}} \cos \left(\frac{4 \pi x}{p}\right) \tag{13}
\end{align*}
$$

The phase of this field can be given in terms of the Taylor series expanded in $\alpha$ :

$$
\begin{align*}
\psi_{z}(x)= & \alpha \cos \left(\frac{2 \pi z}{z_{T}}\right) \sin \left(\frac{2 \pi x}{p}\right) \\
& -\frac{\alpha^{2}}{4}\left[\sin \left(\frac{8 \pi z}{z_{T}}\right) \cos \left(\frac{4 \pi x}{p}\right)\right. \\
& \left.+2 \sin \left(\frac{4 \pi z}{z_{T}}\right) \sin ^{2}\left(\frac{2 \pi x}{p}\right)\right]+\ldots \tag{14}
\end{align*}
$$

The Taylor series of amplitude in $\alpha$ is

$$
\begin{align*}
A_{z}(x)= & 1-\frac{\alpha^{2}}{4}+\alpha \sin \left(\frac{2 \pi z}{z_{T}}\right) \sin \left(\frac{2 \pi x}{p}\right) \\
& +\frac{\alpha^{2}}{4}\left[\cos \left(\frac{8 \pi z}{z_{T}}\right) \cos \left(\frac{4 \pi x}{p}\right)\right. \\
& \left.+2 \cos ^{2}\left(\frac{2 \pi z}{z_{T}}\right) \sin ^{2}\left(\frac{2 \pi x}{p}\right)\right]+\ldots \tag{15}
\end{align*}
$$

The term quadratic in $\alpha$ corresponds to the second harmonics, and they have much smaller magnitude because $\alpha \ll 1$. By keeping only the term linear in $\alpha$, the phase reduces to

$$
\begin{equation*}
\psi_{z}(x)=\alpha \cos \left(2 \pi \frac{z}{z_{T}}\right) \sin \left(\frac{2 \pi x}{p}\right) \tag{16}
\end{equation*}
$$

and the amplitude becomes

$$
\begin{equation*}
A_{z}(x)=1+\alpha \sin \left(2 \pi \frac{z}{z_{T}}\right) \sin \left(\frac{2 \pi x}{p}\right) \tag{17}
\end{equation*}
$$

Again, the harmonics are periodic with integral number of cycles within one Talbot cycle, so the Talbot imaging phenomenon remains valid for large phase ripples. As a sinusoidal phase pattern propagates, it will cycle through a reverse contrast amplitude pattern, a conjugate phase pattern, a pure amplitude pattern, and then back to the original phase pattern.

Compared to the original phase ripple, the magnitude of the phase ripple is approximately modulated by a cosine function. If the magnitude of the original phase ripple is $W$ in waves, then the attenuation of the phase ripple as it propagates a distance $z$ can be described as

$$
\begin{equation*}
W^{\prime}=W \cos \left(2 \pi \frac{z}{z_{T}}\right)=W \cos \left(\frac{\pi z \lambda}{p^{2}}\right) . \tag{18}
\end{equation*}
$$

For many applications, this propagation distance is small compared to the Talbot distance. In this case,

$$
\begin{equation*}
W^{\prime} \approx W\left(1-\frac{\pi^{2} \lambda^{2} z^{2}}{2 p^{2}}\right) \tag{19}
\end{equation*}
$$

The magnitude of the phase becomes smaller than (if not equal to) that of the original phase. We call this the phase smoothing effect. The pure phase ripples also create amplitude ripples accordingly, which have a sinusoidal distribution, as shown in Eq. (17).

In conclusion, for a wavefront with periodic, weak amplitude or phase variations, the Talbot effect behaves as expected, with the periodic cycling between amplitude and phase. While the periodic behavior is general, we show that this behavior is approximated as sinusoidal for cases with amplitude ripples much less than the mean, or phase ripples much less than 1 rad . In general, higher harmonics are generated, which are about a factor of $\alpha$ less than the fundamental where $\alpha$ is the ratio of the amplitude variation to the mean, or it is the amplitude of phase ripples in units of radians.

Note that the Talbot analysis is for one single frequency, but the method is general, because any distribution can be decomposed into a set of sinusoidal functions. The propagation using the Talbot analysis allows us to take advantage of the linear behavior of diffraction. Since the Fourier components do not interact, we decompose the distribution into Fourier components, then propagate each component with a simple transfer function. The resulting distribution can be reconstructed by integrating over the Fourier space.

## 3. Physical Insight of the Talbot Effect

When the periodic object has weak phase or amplitude distribution, the Talbot effect can be understood in terms of three-beam interference [11]. The form of Eq. (2) is that of three plane waves (the three lowest harmonics of the object), as shown in Fig. 1. One plane wave propagates along the $z$ axis, and the other two are off-axis and symmetric about the $z$ axis. The resulting field is the addition of these three plane waves. This three-beam interference causes the amplitude and phase to vary periodically in space. At the Talbot distance, the pattern is the same as the original one. The pattern is shifted sideways at the half-Talbot distance.

The simplicity of three-beam interference helps understand the physics of the Talbot effect, and


Fig. 1. (Color online) Talbot effect illustrated as three-beam interference. The angular spectrum of a laser beam transmitted through a periodic object consists of three plane waves, which combine together to form the periodic replication of the original periodic structure along the $z$ axis.
the self-imaging effect can be simulated as a sum of three plane waves. Consider a phase ripple with amplitude of $0.05 \lambda$; the phase and amplitude distributions for propagating the Talbot distance two times are simulated using the method of the threebeam interference, as shown in Fig. 2. The replication of the original wavefront can be obtained by simply adding the complex amplitude of the three plane waves.

## 4. Talbot Effect in a Spherical Converging or Diverging Beam

In some applications, the periodic structure propagates in a spherical beam [12]. The field distribution of a periodic structure propagating in a spherical beam can be obtained using the Fresnel-Kirchhoff integral or other approaches [13,14,12]. Those approaches require extensive mathematical treatment. In this paper, we present an equivalent propagation method for the weak periodic structure that allows calculating the phase and amplitude distribution with the simple expressions derived in Section 2.
The Talbot distance $z_{T}$ is defined for a collimated light. For a spherical beam, it is convenient to convert it into an equivalent collimated beam and then use the Talbot effect to predict how wavefronts change due to propagation. The diffraction pattern for a spherical beam is the same as that observed for a collimated beam, except that the diffraction pattern occurs at the effective propagation distance $L_{e}$, and it is scaled in the transverse dimension.
As shown in Fig. 3, a converging wavefront starting with radius of curvature $R_{1}$, diameter $2 a_{1}$, and ripples with period $p_{1}$, propagates to a position where it has radius of curvature $R_{2}$. To convert this propagation to equivalent propagation in a collimated space, an ideal lens with an arbitrary focal length


Fig. 2. Simulation of the phase and amplitude distribution using the method of three-beam interference. The original phase ripple has an amplitude of $0.05 \lambda$.
$f$ is used to convert the light into collimated light. Then we use geometric imaging relationships to calculate equivalent dimensions. Assuming an ideal imaging system, the amplitude and phase variations are correctly imaged through the lens.
In collimated space, the equivalent propagation distance is

$$
\begin{equation*}
\Delta Z^{\prime}=Z_{2}^{\prime}-Z_{1}^{\prime}=f^{2}\left(\frac{1}{R_{2}}-\frac{1}{R_{1}}\right), \tag{20}
\end{equation*}
$$

and the phase ripple has a period of

$$
\begin{equation*}
p^{\prime}=\frac{f}{R_{1}} p_{1} . \tag{21}
\end{equation*}
$$

The attenuation of the phase ripple due to propagation, via Eq. (18), in the equivalent collimated space becomes
$W^{\prime}=W \cdot \cos \left(\frac{\pi \lambda \cdot \Delta Z^{\prime}}{p^{\prime 2}}\right)=W \cdot \cos \left(\frac{\pi \lambda R_{1} \cdot\left(R_{1}-R_{2}\right)}{R_{2} \cdot p_{1}^{2}}\right)$.

The focal length $f$ in Eq. (22) falls off, and this makes sense because the lens is arbitrarily selected to convert a spherical beam to a collimated one. Comparing Eq. (22) with Eq. (18) shows that $\frac{R_{1}\left(R_{1}-R_{2}\right)}{R_{2}}$ is equivalent to $z$. Therefore, the effective propagation distance $L_{e}$ can be defined as

$$
\begin{equation*}
L_{e}=\frac{R_{1}\left(R_{1}-R_{2}\right)}{R_{2}} \tag{23}
\end{equation*}
$$

and Eq. (22) becomes

$$
\begin{equation*}
W^{\prime}=W \cdot \cos \left(\frac{\pi \lambda \cdot L_{e}}{p_{1}^{2}}\right) . \tag{24}
\end{equation*}
$$

The period of the phase ripple $p$ varies as it propagates in a spherical beam. To avoid the scaling issue, the ripple period can be normalized by $2 a$, the diameter of the aperture. Thus, the normalized frequency $f_{\text {normalized }}=2 a_{1} / p_{1}$ [cycles $/$ diameter], remains unchanged as the wavefront propagates in any type of illumination. By replacing the period $p_{1}$ with the normalized frequency $f_{\text {normalized }}$ Eq. (24) becomes

$$
\begin{equation*}
W^{\prime}=W \cos \left(\frac{\pi \lambda L_{e} f_{\text {normalized }}^{2}}{4 a_{1}^{2}}\right) . \tag{25}
\end{equation*}
$$

By using the Fresnel number $N_{f}$,

$$
\begin{equation*}
N_{f}=\frac{a_{1}^{2}}{\lambda L_{e}}, \tag{26}
\end{equation*}
$$

Eq. (25) can be further reduced to

$$
\begin{equation*}
W^{\prime}=W \cos \left(\frac{\pi f_{\text {normalized }}^{2}}{4 N_{f}}\right) . \tag{27}
\end{equation*}
$$



Fig. 3. Propagation in a converging space is converted to equivalent propagation in a collimated space.

Physically, the Fresnel number represents the geometric difference between the distance from the edge of the aperture to the observation point, and the distance from the center of the aperture to the observation point, divided by $\lambda / 2$ Equation (27) shows that the phase smoothing effect of the periodic structure depends only on the Fresnel number, which is a function of effective propagation distance, aperture size, and wavelength. The larger the Fresnel number, the less the smoothing effect is. For any given geometry, the Fresnel number can be calculated, allowing the change of the wavefront magnitude due to propagation to be estimated at any given frequency. A transfer function describing the magnitude of the phase smoothing can be defined as

$$
\begin{equation*}
T F=\frac{W^{\prime}}{W}=\cos \left(\frac{\pi f_{\text {normalized }}^{2}}{4 N_{f}}\right) . \tag{28}
\end{equation*}
$$

Another useful form of the transfer function is to describe it in terms of $F$-number, which is $\frac{R_{1}}{2 a_{1}}$ in this case. Rewrite Eq. (21) with $F$-number and normalized spatial frequency, and we have

$$
\begin{align*}
T F & =\cos \left(\frac{\pi \lambda \cdot \Delta Z^{\prime}}{p^{\prime 2}}\right)=\cos \left(\frac{\pi \lambda R_{1}^{2}}{p_{1}^{2}}\left(\frac{1}{R_{2}}-\frac{1}{R_{1}}\right)\right) \\
& =\cos \left(\pi \lambda F_{n}^{2} f_{\text {normalized }}^{2}\left(\frac{1}{R_{2}}-\frac{1}{R_{1}}\right)\right) . \tag{29}
\end{align*}
$$

Note that the phase attenuation varies with spatial frequency. In general, any wavefront aberration can be decomposed to a collection of sinusoidal ripples with variable spatial frequencies. For each frequency component, the phase attenuation can be estimated by the transfer function.

As mentioned in Subsection 2.B, the amplitude variation follows a sine function as a periodic structure propagates in a collimated beam. In spherical illumination, the irradiance varies proportional to the inverse beam size as the beam propagates. The amplitude variation will follow a sine function if it is scaled by the beam size $\left(\frac{1}{R^{2}}\right)$.

The transfer function shows how wavefront irregularities with high spatial frequency are filtered by propagation. This is of great importance to interferometry, where the high-frequency phase information is needed. As an example, Fig. 4 shows a phase transfer function due to a defocused image plane for an interferometric measurement of a 50 mm optic with a defocus error of 500 mm . It is clear that this defocus causes loss of information (phase smoothing) for a frequency above 40 cycles/diameter (period of 1.25 mm ) and causes severe problems for higher frequencies, which can show phase reversal at about 90 cycles/diameter (period of 0.56 mm ).

## 5. Edge Diffraction

The analysis above neglects all edge effects. Edge diffraction occurs when the wavefront strikes the edge of an aperture, which acts as a secondary source and


Fig. 4. Transfer function due to a defocused image plane for interferometric measurement of a 50 mm optic with 500 mm defocus error. The wavelength is 632.8 nm . The defocus causes loss of information (phase smoothing) for a frequency above 40 cycles/diameter and causes severe problems for higher frequencies, which show phase reversal.
creates a new wavefront. The new wavefront propagates into the geometric shadow of the aperture and looks like diffraction "ripples" around the edge of the aperture $[13, \underline{15}]$. It will also be seen when an aperture is not in focus in an imaging system. The edge diffraction pattern can be studied by dividing the aperture into Fresnel zones and calculating the Fresnel number. The severity of the edge diffraction depends on the Fresnel number, which is a function of the wavelength and propagation distance. A larger Fresnel number (closer to the periodic structure) means less edge diffraction. The edge diffraction becomes more significant as the Fresnel number becomes small (further away from the periodic structure).
The diffraction near the edge of the aperture can be modeled as Fresnel knife-edge diffraction. The real and imaginary parts of the electric field distribution can be found by evaluating the Fresnel integrals [13]. Figure 5 shows the amplitude and phase fluctuations due to edge diffraction. Both amplitude and phase have rapid oscillations as the distance from the edge becomes large. The central $80 \%$ of the aperture will be virtually free of edge effects when the distance from the edge corresponding to $10 \%$ of the aperture radius is $5\left(\lambda L_{e} / 2\right)^{1 / 2}$ (about six ripples from the edge), or

$$
\begin{equation*}
5 \sqrt{\frac{\lambda L_{e}}{2}}<0.1 a, \quad N_{f}=\frac{a^{2}}{\lambda L_{e}}>1250 . \tag{30}
\end{equation*}
$$

The Fresnel number of the geometry has to be greater than 1250 in order to have six or more ripples


Fig. 5. (Color online) (a) Amplitude and (b) phase variation from a knife edge.
at $10 \%$ of the aperture radius from the edge. In addition, the period under consideration should be long enough that the Fresnel number for propagation is larger than the number of ripples across the aperture. Otherwise, the edge diffraction effect will strongly interact with the Talbot effect of the periodic structures.

Figure 6 shows the period of the edge diffraction ripples, the amplitude envelop, and the phase envelop, which drop quickly with respect to the distance from the edge of the diffraction pattern. It is interesting to note that the three curves have exactly the same shape and they can be obtained one from the other by only scaling and translating.

Edge diffraction is often seen in interferometry. There are many apertures inside an interferometer that cannot be in focus because interferometers often image the surface under test on the detector to cor-
rectly represent the errors in the test surfaces. Edge diffraction from the limiting aperture usually has the most dominant effect in a measurement, like the transmission sphere/flat.

## 6. Simulation

To verify the equations derived above for calculating the phase and amplitude behind a weak periodic structure, a simulation, based on wave propagation, was performed using the physical model of the ASAP, an optical modeling software [16].

A sinusoidal phase ripple with a magnitude of $\pm 0.05 \lambda$ ( $m=0.31 \mathrm{rad}$ ) and the amplitude of unity propagates one Talbot distance in the collimated beam. The phase and amplitude distribution are plotted in Fig. 7. The analytical solution is obtained using the Eqs. ${ }^{-}$(17) and (18). They agree with the Asap simulation.


Fig. 6. (a) Period of the edge diffraction ripples, (b) the amplitude envelop, and (c) the phase envelop due to edge diffraction.


Fig. 7. (Color online) (a) Phase and (b) amplitude distribution at $x=0$ as a weak phase ripple propagates one Talbot distance. The results from the Fourier analysis were validated with numerical simulation using AsAP.

Numerical simulation using AsAP was also used to verify the effective propagation distance for a converging spherical beam. If a spherical wavefront ( $\lambda=$ $0.5 \mu \mathrm{~m}$ ) starting with radius of curvature 20 mm and diameter 2 mm passes through a sinusoidal phase grating with period 0.1 mm , the $\frac{z_{T}}{8}, \frac{z_{T}}{4}, \frac{z_{T}}{2}, \frac{3 z_{T}}{4}$, and $z_{T}$ occur at $4.0,2.7,3.3,2$, and 1.3 mm from one another. This can be calculated by solving the


Fig. 8. (a) Amplitude and (b) phase distributions at some fractional Talbot distance in a converging spherical beam. The calculated equivalent propagation distance for converging the wavefront with a phase grating matches the simulation using ASAP. The data from the AsAP simulation are shown at appropriate propagation distances. It is clear that the results have a characteristic period defined using the equivalent propagation distance. Also, the presence of higher harmonics is seen in the nonsinusoidal shape at $z_{T} / 8$. The amplitude variation is scaled by the inverse area in this figure, and the phase variation is also scaled to show its variation. Only ten cycles at the middle of the aperture are shown in both pictures. The numbers in the figures have units of millimeters.
$R_{2}$ when the effective propagation distance $L_{e}$ equals some fraction of the Talbot distance. An Asap simulation is also performed to verify the calculation, and both the amplitude and phase variations are shown in Fig. 8. The data from the Asap simulation are shown at the appropriate propagation distance.

Note that AsAP calculates the complex field in a plane instead of a sphere, so the light near the edge of the pupil propagates a longer distance than the onaxis one and there is a cosine effect. For this $F / 10$ system, the cosine effect causes a propagation distance error of about $0.1 \%$. In Fig. 8, the amplitude variation is shown on a plane where AsAP calculates the field distribution. The phase variation is shown on a curved surface. The ripples are scaled to show the phase ripples clearly.

The pure phase variation occurs right after the grating, at both the half and one Talbot distances. The pure amplitude variation happens at a quarter and three-quarters of Talbot distance. At $\frac{z_{T}}{8}$, there are both amplitude and phase variations. The calculated equivalent propagation distance for converging wavefront with a phase grating matches the simulation using Asap.

## 7. Conclusion

This paper uses conventional Fourier analysis to demonstrate the Talbot effect for a sinusoidal ripple in amplitude or phase. A sinusoidal approximation is made for the case where the phase or amplitude ripples are small, which allows direct determination of the field for an arbitrary propagation distance. Coupled with a straightforward method for calculating the effect in a diverging or converging beam, the Talbot method provides a useful approximation for a class of diffraction problems. The derivation in this paper is very useful for solving or explaining the phase smoothing and edge diffraction effects in
coherent imaging systems, especially with small variations in amplitude or phase.
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