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The grating prism (grism), slitless spectrometer aboard the Wide Field Infrared Survey Telescope enables a survey of
emission-line galaxies. To facilitate its opto-mechanical alignment, a six-degree-of-freedom element was fabricated
using alignment fiducials and integral flats and used to measure a wavefront by using an infrared interferometer placed
at various field points over a 20 × 14 deg field of view in the grism coordinate frame. Modeling identified E2 to be the
most sensitive element to the grism wavefront error and was used to efficiently align the system. The merit function
regression method for a wide field of view was further used to verify the higher efficiency and accuracy of the proposed
alignment technique compared with the conventional sensitivity table method. © 2019 Optical Society of America

https://doi.org/10.1364/AO.58.006802

1. INTRODUCTION

The precision alignment of optical systems with relatively small
fields of view (FOVs) has historically been achieved by on-axis
interferometry [1,2]. However, the process is lengthy and time-
consuming for the alignment of optical systems with relatively
large FOVs. For example, when aligning the Wide Field
Infrared Survey Telescope (WFIRST) grating prism (grism) [3],
which is a four-element refractive optics system, the wavefront
errors (WFEs) observed at the extreme edges can be large,
although the root mean square (RMS) of the WFEs of the
on-axis measurement may be low. This is because of the presence
of coma-zero conditions in non-symmetrical optical systems, re-
sulting in misalignment possibly not noticeable in on-axis mea-
surements while they are amplified in off-axis measurements.

One issue that exists when aligning wide FOV systems is the
determination of how many field points should be measured.
There is the need for both on-axis and off-axis measurements
[4,5,6]. Ideally, a large number of field points should be mea-
sured, although measurement of the entire field is often chal-
lenging, time-consuming, and unrealistic. This brings the field
sampling effect into play, and the imperative of determining the
minimum number of field points to be measured, as well as
their sampling distribution.

A reverse-search algorithm attempts to discover the mis-
alignment of components by measurement of the system WFE
at a specific number of field points. It then applies the theo-
retical Zernike sensitivity table to the misaligned parameters
and the measured Zernike coefficients of the optical system
under the disturbed alignment. This technique has been well
developed and implemented in optical design software, such as
Zemax and CODE V. [7,8] (For the work developed in this
paper, Zemax OpticStudio 18.9 version was used.) If the varia-
tion of the WFE Zernike coefficients with the misalignment
parameters is sufficiently linear, the technique affords relatively
high accuracy and convergence to the unique misalignment
state determined by reverse estimation. This “reverse” approach
means that one must start with a misaligned state, sample the
system, and use that as an input to create a misaligned model;
subsequently applying the reversed optimized value into the
system to correct the misalignment.

These Zernike coefficients are useful for expressing wave-
front data because they are of the same form as the aberrations
observed in optical tests. One of the useful features of a Zernike
polynomial is that it has a simple rotational symmetry that
allows its expression as a product of the radial term (ρ) and
a function of the angle (θ) [9]. The Fringe Zernike scheme
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is presented in Table 1 [10]. Often, only the first nine or sixteen
terms are used because the lower-order terms provide sufficient
insight into the misaligned optical system without the need to
use the high-order terms (not included in Table 1).
Additionally, due to the presence of the central obscuration
on the telescope, the pupil mask on the grism also has a central
obscuration. In this case it was determined that 16 Zernike
fringe coefficients would sufficiently represent a measurement
with a central obscuration. Please, note that the presented work
does not require the orthogonality of the utilized Zernike poly-
nomials. As long as a polynomial can sufficiently represent
(i.e., fit) the measured (and simulated) wavefront for each field,
the polynomial can be used. However, it is worth mentioning
that a non-orthogonal case may require more terms to fully re-
present a wavefront, which may result in numerical calculation
costs such as CPU time [11].

Is it also important to mention that the Zernike coefficients
in Table 1 are orthonormal over a unit disk domain. The spec-
ifications for the grism are defined over a circular aperture,
allowing for the measured wavefronts discussed in Section 5
to be acceptable.

In the present study, we extended a previously reported re-
verse optimization algorithm [6] that uses merit function (MF)
regression instead of a sensitivity table, employing various
weighting factors [2,6,12,13]. The proposed technique utilizes

MF minimization of the measured Zernike coefficients of the
optical system. The regression process also utilizes the damped
least squares method, which is a commonly used optimization
algorithm in the Zemax raytracing software, through active ad-
justment of the selected misalignment parameters of the mod-
eled optical system until the minimum MF value is obtained.
We used the initially proposed technique to determine the best
alignment state of the WFIRST grism system and verified the
results by comparing them with those of the currently em-
ployed sensitivity table method.

Section 2 of this paper describes the optical characteristics of
the WFIRST grism system. Section 3 presents the theoretical
basis of the MF regression method and the field-dependent
error sources. Section 4 describes some large-FOV simulations
that were performed using various field samplings to determine
the minimum number and distribution of measurement field
points required for the alignment of a system with a large FOV
similar to that of the WFIRST. The simulations included runs
using the actual grism engineering development unit (EDU)
model. Section 5 presents the results of the alignment simula-
tion and experimental measurements to demonstrate the supe-
rior performance of the proposed MF regression method
compared with the sensitivity table method used for alignment
of the WFIRST grism. A summary of the study is finally pre-
sented in Section 6.

2. WFIRST GRISM SPECTROGRAPH

The WFIRST is a NASA observatory designed to perform wide-
field imaging and slitless spectroscopic surveys of the near-infrared
sky [14]. The observatory utilizes a 2.4 m diameter primary mir-
ror, and its payload includes two main instruments, namely, a
wide-field instrument [15–18] and a coronagraph [19,20]. The
wide-field instrument enables wide-field imaging and slitless
spectroscopic capability through the use of a grism. Figure 1 com-
pares the WFIRST FOV with those of the James Webb Space
Telescope (JWST) and Hubble Space Telescope (HST).

Table 1. Mathematical Representation of the First 16
Fringe Zernike Polynomials, Type of Aberration,
and Graphical Expression [10]

Zernike
Term

Mathematical
Representation Aberration

WFE
Map

Z 1 1 Piston

Z 2 ρ cos θ Distortion/tilt
Z 3 ρ sin θ

Z 4 2ρ2 − 1 Defocus/field
curvature

Z 5 ρ2 cos 2θ Primary
astigmatismZ 6 ρ2 sin 2θ

Z 7 �3ρ3 − 2ρ� cos θ Primary coma
Z 8 �3ρ3 − 2ρ� sin θ

Z 9 6ρ4 − 6ρ2 � 1 Primary spherical

Z 10 ρ3 cos 3θ Elliptical
coma (trefoil)Z 11 ρ3 sin 3θ

Z 12 �4ρ4 − 3ρ2� cos 2θ Secondary
astigmatismZ 13 �4ρ4 − 3ρ2� sin 2θ

Z 14 �10ρ5 − 12ρ3 � 3ρ� cos θ Secondary coma
Z 15 �10ρ5 − 12ρ3 � 3ρ� sin θ

Z 16 20ρ6 − 30ρ4 � 12ρ2 − 1 Secondary
spherical

Fig. 1. Comparison of the field of view of different space
telescopes [14].
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WFIRST offers Hubble sensitivity and 0.1 arcsec resolution over
a 0.28 square degrees field of view that is 100 times the field of
HST’s visible cameras. This highlights the WFIRST’s optical and
scientific capability mutually complementing the JWST and
HST.

The WFIRST three-mirror anastigmat design is constrained
and influenced by existing hardware/assets. However, the de-
signs allows for small changes in the conic figure of the primary
mirror (T1) and minor changes in the curvature of the secon-
dary mirror (T2). The tertiary is a powered mirror within the
instrument (M3) that works in concert with T1 and T2 to cor-
rect the field across the focal plane array (FPA). All three pow-
ered mirrors are optically coaxial and simple conics. Two fold
mirrors are used for packaging. Figure 2 shows the optical lay-
out for the WFIRST wide-field instrument, where the pupil,
located between M3 and the FPA, is the cold/Lyot stop and
is located in front of the element wheel. This stop blocks
the scatter and emissions from the telescope struts and baffles.
The 11-position element wheel carries seven bandpass filters,
an engineering filter, the grism system, the prism system, and
one null position. All elements of the wheel are par-focal to the
system [16].

The grism has been through multiple design cycles. In 2013,
a compound grism was modeled, with the design including a
prism-like optic surrounded by two diffractive plano–convex
lenses. The design was used to build the grism prototype, which
covered a spectral range of 1.35–1.95 μm [3,21]. In the latest
design cycle effort, the need to cover an even larger 1.0–1.9 μm
spectral range was introduced, changing the design and making
it four elements. The grism EDU design consists of four optical
elements, E1–E4, with an integrated Lyot stop. E1 and E4 are
thin plane-parallel plates containing binary diffractive optical
elements that balance the dispersion and aberration of the sys-
tem. The gratings are etched onto only one of the surfaces of
the diffractive elements. E2 and E3 are powered prism elements
with wedges and have only spherical surfaces similar to menis-
cus lenses. E1 is mounted on the baseplate, referred to as the
grism deck, while E2–E4 are mounted in succession on the
grism deck in their respective mounts. The position of each
element in its mount can be adjusted through spherical washers
that allow six degrees of freedom (DOFs) adjustment. Figure 3
shows a side view of the grism optical model, its computer-
aided design (CAD) model, and the actual assembled grism
instrument.

The WFE of the grism is within values that afford satisfac-
tory diffraction-limited performance across the entire spectral
range of the system. The main challenge of the optical design
is the wide FOV, high dispersion, relatively small f-number,
and the difficulty of fabricating the required high-efficiency dif-
fractive surfaces. Table 2 gives the EDU specifications, and
Fig. 4 shows the nominal design residual WFE RMS perfor-
mance of the grism, where each square represents a detector
on the focal plane array.

Fig. 2. Optical layout of the WFIRST wide-field instrument [16].

Fig. 3. Grism engineering development unit. From left to right: op-
tical model, CAD model, and assembled grism instrument, where E1
and E4 contain the diffractive optical elements.

Table 2. WFIRST Grism EDU Specifications

Wavelength range (μm) 1.0–1.9
WFIRST FOV (deg) 0.75 × 0.383
Average beam diameter
at grism (mm)

100

Beam f/-ratio at grism (mm) ∼f ∕8
Wavefront error Diffraction limited

at λ > 1.0 μm
Spectral resolution 435–856
Capability Dispersion and pointing

for spectrometer
Compactness ∼80 mm total thickness for a

fixed diameter ∼120 mm
Beam deviation Zero at 1.55 μm

Fig. 4. Nominal design residual WFE RMS performance of grism
EDU at 1.55 μm on the FPA. The unit of the scale is nm [21].
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3. MULTI-FIELD MERIT FUNCTION
REGRESSION METHOD

A. Multi-Field Merit Function Regression Method
for Non-Symmetric Systems
The objective of aligning any optical system, be it a symmetrical
or non-symmetrical one, is to minimize the aberrations in the
system and obtain the best possible performance of the entire
focal plane. Experimentally, this has been conventionally accom-
plished by using an interferometer to measure the WFE RMS
values for various field points that best represent the full field
of the system. A compensator is then used to minimize the aber-
rations in the system. Such a compensator should be capable of
perturbations corresponding to the various DOFs of the system:
XY decentering translation, θx , θy tipping and tilting, θz clock-
ing, and Z axial translation along the optical axis.

There are established relationships between some adjustments
and aberrations such as transverse aberrations, which include as-
tigmatism and coma, known to be coupled with decentering and
tilting; and unlike longitudinal aberrations such as defocus and
spherical, which are mostly coupled with despacing. More de-
tailed versions of such relationships can be obtained for any sys-
tem by conducting a sensitivity analysis. This enables observation
of the WFE at any field point set by a combination of Zernike
coefficients.

If it is assumed that the Zernike coefficients are linearly re-
lated to the misalignments, then each coefficient can be derived
from a linear combination of the different misalignment param-
eters, with each having its own relevant sensitivities per field
point. This can be expressed as ΔZ � AΔD [5,12,13], where
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Here, ΔZ is the difference between the measured and mod-
eled Zernike coefficients; A is the sensitivity table obtained
from the nominal model; and ΔD is the sum of the disturb-
ances or compensators of the alignment parameters xi, such as
the XY Z and tilt (θxyz) displacements; and m and n are the
total number of Zernike coefficients and the total number
of alignment parameters, respectively.

This method affords a highly accurate estimation of the mis-
alignment parameters as long as the linear relation between the
Zernike coefficient sensitivity and the alignment perturbation is
maintained [6,13]. If the system is significantly misaligned, the
resulting non-linearity of the Zernike sensitivity would consid-
erably affect the residual error of the method. Additionally, the
fact that the nominal model is used to generate the sensitivity

table (A) may further aggravate the problem because the mea-
sured coefficients that contain field errors would increase the
sources of the residual error.

In Zemax the MF is defined as the sum of the various field
components. In the present case, it is the sum of the errors of
the different field components, with sixteen Zernike terms (see
Table 1) at each field point

MF2 �
P

W �f ,Z ��V �f ,Z � − T �f ,Z ��2P
W �f ,Z �

, (2)

where V and T are the current and target values of the selected
parameters, respectively; f represents the various field compo-
nents; Z represents the first sixteen Fringe Zernike coefficients
for each field; and W is the weighting factor of each term. In
most commercial optical design software, the actively damped
least square method is used to minimize the MF value and ob-
tain the best-fit parameters.

The MF regression method for the full field of a system re-
quires the initial determination of the first sixteen Fringe
Zernike coefficients from interferometric measurements. Here,
T �f ,Z � represents the misaligned state of the system. The
ideal or nominal model Fringe Zernike coefficients are then
assigned to V �f ,Z �, which represents the nominal alignment
status of the optical system. Subsequently, the measured coef-
ficients are assigned to T �f ,Z � (measured values inputted to
the “target” column of the Merit Function Editor), and a
weighting factor of unity is set for all the variables. This is fol-
lowed by running the optimization algorithm (using, for exam-
ple, the damped least square technique) embedded in the
software to minimize the MF. This allows the variation (opti-
mization) of the alignment parameters, which are selected by
the user as the variables, so that V �f ,Z � approaches T �f ,Z �
as closely as possible. When a minimized MF is obtained, the
outputs are the alignment parameters, which indicate the cur-
rent misalignment state of the measured optical system. This
optimization approach has been previously used by others
[5,6,7,13], but the specifics of this algorithm (inputs and out-
puts) are particular to the system discussed in this paper.

Sixteen Fringe Zernike coefficients for each field sampling
point are inputted into the MF for the presented case.
Depending on the test configuration, additional coefficients
may be desirable. For instance, for the four field sampling case,
there are total �16 × 4 ��64 Zernike coefficients representing
the current alignment status of the optical system guiding the
optical modeling software to search the current misalignment
state in terms of the given alignment terms. We acknowledge
that there might be a case with degeneracy issue, which depends
on the optical design specifics and the as-manufactured align-
ment terms. The general approach utilizing the raytracing
software to address the practical complexity of given optical sys-
tems, however, is still valid.

B. Error Sources: Field Sampling, Positioning,
and Others
Ideally, in the measurement of the WFE for a specific field an-
gle, the reference spherical wave from the interferometer should
be focused on the exact field position relative to the focal plane
of the telescope. However, in reality, identification of the cor-
rect field position at the telescope level is difficult and usually
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involves a residual positioning error. This error constitutes an
estimation error source for the given alignment state in the sen-
sitivity table method. A previous study [6] has shown that the
MF value approaches nearly zero at�0.02 deg from the on-axis
field point, indicating that the MF regression method can be
used to determine the shifted field position being sought for
and is thus very useful for computing the field positioning error.

Another field-associated error is related to sampling when
measurement of the full field is ideal but only a few field points
can be practically measured due to time and space constraints.
In this case, the determination of the appropriate number of
measurements can be difficult. The following section describes
a simulation process that was used to address this issue.

Other sources of error include the environmental interfero-
metric testing conditions. For example, if the interferometer is
exposed to turbulent conditions and the setup does not include
a floating table, vibration may come into play, decreasing the
measurement repeatability to a lower level of 3–4 nm RMS
compared with the normal level of 1 nm or less RMS.

4. SIMULATION STUDY OF THE FIELD
SAMPLING EFFECT

When attempting to determine the number of field points re-
quired to align a wide-field system, the measurement of one on-
axis field point does not yield sufficient information to obtain
insight into the full field performance [4,5]. If only one on-axis
field point is measured, the results would certainly indicate mis-
alignment, but it could also be due to manufacturing errors and
even setup disturbances because the various contributors can-
not be independently isolated by a single measurement.

Figure 5 shows the footprint and spot diagrams of the nomi-
nal grism EDU assembly for 18 field points, one per detector
(as shown in Fig. 4). The spot diagrams are similarly positioned
(vertically and horizontally) to the corresponding points in the
footprint diagram and the detector positions.

The following simulation results verify that a manufacturing
error could be confused and interpreted as a misalignment. The
simulation assumed that the nominal model was perturbed
within the alignment tolerances if only the on-axis Fringe
Zernike coefficients were sampled and used to simulate the
same performance but the E2 and E3 surface figures could
be perturbed to simulate a manufacturing error. In practice,
these uncertainties can be minimized or eliminated by
component-level quality control. Under these conditions, both
models would produce the same Zernike coefficients on-axis
but for different reasons. This indicates that the same
Zernike coefficients can result from misalignment and/or a spe-
cific surface shape error (i.e., manufacturing error). Figure 5
compares the spot diagram obtained when using on-axis and
18 field points (one per detector) as the input to optimize
the alignment performance of a system by the MF regression
method. Expectedly, when more fields were measured, the
model yielded better results for the full field. The spot diagram
aligned using 18 field points as input shows most spot diagrams
to be successfully diffraction limited (Fig. 5 bottom), unlike the
case of on-axis single input in which there was a fewer number
of diffraction-limited spots (Fig. 5 top).

For these types of measurements and/or simulations, it is
important to know the minimum number of field points that
should be inputted to the model to obtain the best possible
performance from the alignment. Figure 6 clearly indicates
the need for more than one field point, and while it is always
desirable to measure most of the FOV for any system, this is
often time-consuming and not always practical. Figure 7 shows
the results of various simulations of both a grism EDU system
and a grism-like system. In both cases, random errors were as-
sumed to be present in the system, such as random measure-
ment error, surface shape error, and misalignment, all which
could be realistically impact the measured wavefront data qual-
ity and the finally aligned optical system performance. With
these assumptions, the Zernike coefficients of the on-axis field
point were first collected in the simulations, and used to opti-
mize the alignment configuration. This was performed 10
times, with another field point added to the input each succes-
sive time. The results suggested the use of a minimum of four
sampled measurement field points for the alignment of a large
FOV instrument in the presence of all the actual uncertainties
and noise. The plotted results indicated that the use of only one
on-axis field point for the optimization may generate an aligned
system for the on-axis imaging, but increasing the number of
sampled field points would decrease the overall field WFE

Fig. 5. Footprint diagram (top) and spot diagram with an Airy disk
circle of 14.59 μm radius (bottom) of 18 nominal field points for the
WFIRST grism EDU. The full field distribution has a root sum
squared (RSS) of 506 mm from the center of the field. Note that
the field angles are in the grism coordinate frame, which is different
from the WFIRST telescope FOV in Table 1.
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RMS, and the use of more than four field points barely im-
pacted the alignment. Even when the number of field points
inputted to the model increased to 10, the WFE RMS re-
mained the same. This highlights the importance of optimal
(instead of a naive minimum or maximum) field sampling dur-
ing the actual alignment of a wide FOV optical system. It must
be noted that after four field points are used as an input, the
error bars also seem to remain unaffected by the additional field
points. This is consistent with the findings presented in Fig. 7.
The WFE RMS barely changes after four field points and nei-
ther does its variation since the optical performance is now ap-
proaching the nominal design value balancing the overall field
performance for a given merit function.

Fig. 6. WFIRST grism EDU spot diagrams performance compari-
son obtained using on-axis only (top) and 18 field points (bottom) as
input. Note that the field angles are in the grism coordinate frame,
which is different from the WFIRST telescope FOV in Table 1.

Fig. 7. MeanWFE RMS versus the number of field sampling points
for the MF regression method input. The error bar represents the�1σ
standard deviation.

Fig. 8. (Continued)
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As another case study, other simulations were run using the
same number of field points (four) as the MF regression
method input but with different sampling distributions. In
one model, only central region field points were inputted (field
points 9, 10, 15, and 16 from Fig. 5 top), and in another, only
edge field points were inputted (field points 1, 15, 5, and 18
from Fig. 5 top). The results indicated that both of these mod-
els could converge to obtain an alignment solution. However,
the model to which a combination of central and edge field
points of the FOV were inputted produced a more accurate
alignment solution, yielding a smaller WFE RMS across the
full field. This suggests that better results can be obtained
by sampling a larger portion of the field even if only four points
are used, rather than only the central or on-axis section of the
FOV, as shown in Fig. 8.

Figure 8 compares the spot diagrams for two different dis-
tributions of four inputted field points. The footprint diagram
for the wider FOV (field points 1, 15, 5, and 18 from Fig. 5
top) has a corresponding set of spot diagrams with lower WFE
RMS values across the full field, the average being 63 nm. In
contrast, the average WFE RMS value for the smaller distribu-
tion (field points 9, 10, 15, and 16 from Fig. 5 top) is 71 nm.
Furthermore, the spot diagram reveals a higher number of dif-
fraction-limited spot diagrams when the sampling distribution
is over a larger FOV when using the MF regression method.
The footprint diagram in Fig. 8 shows the fields selected as
input for the alignment optimization and the identical 18 field
locations’ spot diagrams (same as Fig. 5) are presented to ob-
jectively evaluate/compare the final aligned optical system’s per-
formance. A wider sampling distribution generates a smaller
WFE RMS across the full field. We note that the performance
comparison between the simulated two cases may depend on a
given specific optical design/configuration. For instance, some
optical design may have less or more wavefront variation char-
acteristics as a function of field sampling distribution. Each op-
tical system needs to be modeled and simulated in order to
provide an optimal field sampling distribution, while this
manuscript provides a general description of the approach.

5. WFIRST GRISM EDU ALIGNMENT USING
THE MULTI-FIELD MF REGRESSION METHOD

A. WFIRST Grism EDU Alignment Setup
As mentioned in Section 2, the individual grism elements were
fabricated with alignment fiducials written on the optics and in-
tegral flats polished on their sides to allow for opto-mechanical
alignment with six DOFs. Each element was installed on a hexa-
pod and positioned in its nominal orientation relative to the

grism deck (Fig. 3). Each element was separately first placed
on the hexapod and theodolites were used to measure it to
set the tip/tilt, while a Micro-Vu non-contact multisensor mea-
surement system was used to set the spacing between the parts,
decenter, and clocking, as shown in Fig. 9. All the measurements
were relative to the grism deck, which was mounted on a ground
support equipment bond fixture.

The adjustment of the various DOFs was enabled by the
hexapod, which allowed the bonding of one optic at a time.
The step size adjustment for the hexapod was 0.5� 0.3 μm
in the X and Y directions and 0.2� 0.1 μm in the Z direc-
tion. The tip and tilt adjustments of the hexapod were respec-
tively 3.5� 4 and 3.5� 8 μrad for clocking (about Z ) [22].
These fine adjustments enabled precise placement of the grism
elements in their mechanical cells. Therefore, once the full
assembly was mounted, all the optics were positioned within
the allowable tolerances relative to the grism deck: <20 μm
for XY Z translation and <45 μrad (∼9 arcsec) for tip, tilt,
and clocking. This was important because it allowed the
assembly of the grism EDU to be well characterized so that
any required adjustment after the measurement of the wide
FOV could be easily accommodated. However, any such ad-
justments would be small, given the substantial effort that
had been made to position the optics in their nominal position.
Figure 9 shows the grism assembly held by the mini hexapod
and bond fixture, with the entire unit placed under the Micro-
Vu system in a cleanroom environment during assembly.

After completing the opto-mechanical alignment and bond-
ing, the grism EDU was placed on a large hexapod in front of
an infrared Zygo interferometer with a 6 in. f/7.2 IR transmis-
sion sphere and an operating wavelength of 1.55 μm to make it
suitable for testing the grism, which had a design wavelength

Fig. 9. Fully bonded WFIRST grism EDU on a hexapod under the
Micro-Vu measurement system.

Fig. 8. Comparison of two different sampling distributions using
the MF regression method. For each sampling distribution, the top
footprint diagram shows the selected field points and the bottom grid
shows the spot diagram achieved after aligning the system using the
MF regression method. The WFE RMS after alignment is distribution
dependent. The distribution of the fields in the first case has an RSS of
268 mm and in the second case of 76 mm from the center of the field.
Note that the field angles are in the grism coordinate frame, which is
different from the WFIRST telescope FOV in Table 1.
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range of 1.0–1.9 μm. It is important to note that this test con-
figuration does not precisely represent the actual setup of the grism
in theWFIRST telescope. In the telescope, the source is moveable
while the grism remains fixed; see the sketch in Fig. 10(a) (note
that this figure shows an oversized detector plane; it is just a sketch
to show the difference between the test setup in the lab for the
results presented and that which will be implemented in the fu-
ture). However, in the present test, the grism was moveable while
the source (the interferometer) remained fixed. There were multi-
ple reasons for the present test setup. (1) First, it should be noted
that further tests are planned, which will utilize a movable source
and cover the entire waveband of the grism; (2) it was preferable in
the present test not to move the interferometer each time a new
measurement was to be made; and (3) the hexapod allowed for a
very precise DOF adjustment of the grism [23].

Several field points were measured on the grism, extending
over a 20 × 14 deg FOV for the local grism coordinate system,
measured relative to the grism pupil. Section 4 indicates that
only four field points are needed when using the multi-field MF
regression method; however, seven field points were measured
for redundancy purposes considering the non-modeled uncer-
tainties and other error sources.

Figure 10(b) shows the test setup in the laboratory, includ-
ing the various metrology instruments used, such as the infra-
red interferometer, laser tracker, hexapod, and micrometer
digital display XY Z stage. A spherically mounted retroreflector
(SMR) was placed at the interferometer focus so that the laser
tracker could measure its position along with various other tar-
gets located on the grism deck that were used as tie points for
monitoring and ensuring that the translational displacements
between the grism and the focus were the same for all the field
points, as is the case in the telescope.

B. Wavefront Sampling Distribution for Grism
EDU Alignment
The grism EDU wavefront error was measured at seven differ-
ent field points selected to represent the edges of the WFIRST

FOV, as shown in Figs. 4 and 11. The hexapod allowed the
placement of the grism relative to the interferometer and its
focus. The initial on-axis distance between the grism deck plane
and the interferometer focus was 725.054� 0.025 mm, with
further adjustments made for focus over the entire duration of
the measurements. The on-axis (0,0) field point measurement
was recorded when the grism was normal to the interferometer
beam. Figure 11 shows the measured seven field positions and
their distribution on the FPA of the WFIRST telescope.

As would be expected for any complex, non-symmetrical
system, it was observed after completion of the first set of mea-
surements that the measured WFE at any of the field points did
not meet the requirements, with the results being particularly
poor at the edge of the field. It must be borne in mind that the
repeatability of the WFE measurement was approximately 4%
of the interferometrically measured value, due to various unsta-
ble laboratory conditions, coupled with the fact that the inter-
ferometer was placed on an optical table that was not floating
(note: this table was selected because it holds the cryogenic
chamber that will be used to test the grism environmentally;
however, the table cannot float because of the mounting of
the cryogenic heads needed to run the chamber), owing to ex-
perimental limitations.

The first alignment correction was attempted using modeled
alignment sensitivities (sensitivity table method). It was decided
that only E2 would be used as a compensator because it was the
thickest element and sensitivity studies have shown that such
optics could best be used to correct the power and astigmatism
terms of the entire system by adjusting its spacing and tip/tilt.
This is unlike the case of other grism optics, which have
Zernike terms that are more coupled and the adjustment of one
DOF would significantly perturb the other terms. Additionally,
the adjustment of only one element in the present case enabled
better adjustment control. The alignment sensitivities indicated
that E2 could be successfully used to minimize the field-
dependent WFE and confocality under ambient and cryogenic

Fig. 10. (a) Sketch of the grism being tested in the future, with a
movable source and a fixed grism EDU, where the detector plane is
exaggerated in size to dramatize the difference between setups.
(b) Grism EDU on hexapod, in front of an infrared interferometer
to measure WFE at various field points. The red cone illustrates
the infrared beam emitted by the interferometer.

Fig. 11. Number and position of the measured seven field points of
the WFIRST grism EDU alignment using the multi-field MF regres-
sion method.
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conditions. This paper discusses only the measurements under
ambient conditions; those under cryogenic conditions are on-
going and will be reported at a later time.

Multiple alignment attempts were made after the first mea-
surement, during which only E2 was adjusted with three
DOFs: spacing (Δz), tip (θx), and tilt (θy). Clocking (θz)
and X and Y decenter translations of E2 were controlled by
bushings, which fixed E2 relative to the grism deck.
Adjustment of the X and Y decenter translations were avoided
because of the difficulty of controlling them.

The tip, tilt, and spacing adjustments could be easily and
accurately measured using theodolites and micrometer gauges,
including the thickness of the shims used to adjust the tip and
tilt. However, the clocking control was relatively imprecise be-
cause clocking could more easily combine with XY displace-
ment and could change when torqueing the bolts that hold
the grism.

After completion of the various adjustments using the sen-
sitivity table method, an alignment that met the requirements
was obtained as presented in Table 3. Alignment sensitivity
tables were used for the entire process because an attempt
had not yet been made to apply the MF regression method.
The employed MF regression method was only applied after
the known required adjustments had been made, with the ini-
tial WFE measurements across the field used as input. This
represented a type of “reverse engineering” approach and was
successfully demonstrated and confirmed by optimizing the
alignment using the multi-field MF regression process and
comparing the optimized results with the initial measurements,
as described in Section 5.C and Table 3.

As mentioned in Section 3 that the Zernike coefficients are
linear to misalignments, each Zernike coefficient can be derived
from the linear combination of the various misalignment
parameters with relevant Zernike sensitivities. ΔZ is the differ-
ence of Zernike coefficients between the measurement data and
the nominal design, and A is the Zernike sensitivity table (see
Section 3). As shown in other publications [1,5,12], the sensi-
tivity table method showed high accuracy in finding misalign-
ment parameters in simulations. Yet, this method is based on
the linearity of the Zernike sensitivities. It would be valid only if
the misalignments of each parameter are located around the
nominal positions. If the misalignment parameters are not suf-
ficiently linear or one or more misalignment parameters are
coupled to one another, the method could be inefficient; the
sensitivity method could give larger error and several iterations
would be needed to reach to the nominal positions.

Figure 12 shows the plotted numbers listed in Table 3. We
acknowledge that not all the WFE RMS values measured and
reported in Table 3 match those estimated by the multi-field
MF regression method. This is partly due to a large error
associated with the E2 and E3 measured spacing using the
Micro-Vu instrument.

C. WFIRST Grism EDU Final Alignment Performance
using Multi-Field MF Regression Method
After the achievement of the required wavefront performance
by the alignment sensitivity table method, an MF was created
using the multi-field MF regression method by inputting the
measured Fringe Zernike coefficients (4–16) for each field
point, with all the Zernike coefficients having equal weight.
An additional constraint was used to restrict the range of each
of the optimized variables so that the system would make rea-
sonably optimized adjustments of the E2 despace, tip, and tilt.

Table 4 compares the adjustments measured by theodolites
(tip, tilt, and clocking of the alignment cubes), micrometer
gauges (shim thickness), and the Micro-Vu measurement sys-
tem (focus) with those calculated by the multi-field MF regres-
sion method. Although the Δz adjustment does not match the
optimized value, it is in reasonable agreement; its large error
originates from issues related to measurement of its alignment
fiducial using the Micro-Vu instrument. All the other angle

Table 3. Comparison between the Measured and Multi-Field MF Regression Calculated WFE RMS

Field Position No. 1 2 3 4 5 6 7

Measured WFE RMS [nm] 201� 6 216� 6 311� 7 265� 7 307� 7 259� 7 186� 6
Multi-field MF calculated WFE RMS [nm] 234� 1 204� 2 324� 1 272� 1 269� 1 220� 1 168� 2
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Fig. 12. Comparison of the WFIRST grism EDU measured and
optimized WFE RMS for each field point. The error bar represents
the �1σ standard deviation.

Table 4. Comparison between the Measured E2
Adjustments and Those Calculated by the Multi-Field
MF Regression Model

E2 DOF
Adjustment

Measured with
Theodolite/
Micrometer

Multi-Field MF
Regression

Method Modeled

E2-E3 Z-space (Δz) [μm] 323� 75 407.2� 2.3
E2 tilt about X (θx) [deg] −0.190� 0.025 −0.187� 0.002
E2 tilt about Y (θy) [deg] 0.110� 0.025 0.124� 0.0004
E2 clocking about Z [deg] 0.040� 0.034 0� 0.0
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adjustments are within their error uncertainties, indicating that
the MF regression method successfully predicted the necessary
adjustments for improving the grism alignment to meet the re-
quirements. The errors of the MF regression method are related
to the repeatability of the WFE measurement.

While the E2 adjustments mostly match those estimated by
the multi-field MF regression method within the error limits,
we acknowledge that the respective WFE RMS values pre-
sented in Tables 3 and 4 and Fig. 12 are also only comparable
and not exactly equal. The large errors of the measured spacing
between E2 and E3 presented in Table 4 contribute to the dis-
crepancies because measurement of the spacing between the
coated optics using the Micro-Vu system was difficult, gener-
ating a large error along the Z -axis. Other contributors to the
discrepancies are surface shape errors, misalignment of other
elements, and measurement errors.

The sensitivity table method used initially to align the
grism EDU was successful, but it required seven time-
consuming iterations. In the case of the presented and cross-
confirmed multi-field MF regression method, once the model
was correctly set up, calculating the required E2 adjustments
only required running the numerical model for an accurate op-
timization. This substantiates the superiority of the multi-field
MF regression method with regard to accuracy, speed, and ease
of use.

6. SUMMARY

Through an examination of the field sampling effect, we suc-
cessfully presented and validated the use of the multi-field MF
regression method for a wide FOV optical system alignment.
It is worth noting that there might be some cases with degen-
eracy issues, which may limit the use of presented numerical
optimization approach, for a given specific optical system with
as-built alignment terms.

The method utilizes an MF consisting of Fringe Zernike
coefficients that represent the misaligned system and attempts
to minimize the MF to estimate the misalignment state using
actively damped least square algorithms. The results of simu-
lations and case study experiments confirmed that the method
was more effective and accurate than the conventional Zernike
coefficient sensitivity table method. This is particularly the case
when the field sampling effect is considered, with a minimum
number of four field points required for adequate sampling of a
large FOV. Seven field points were sampled in the present
work, in which the multi-field MF regression method was spe-
cifically used to verify the alignment of the WFIRST grism
EDU instrument under ambient conditions. We believe that,
with the use of the required distribution of the field sampling
points, the method can be used to achieve better convergence in
the alignment of a wide range of optical systems.
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