Adaptive interferometric null testing for unknown freeform optics metrology
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We report an adaptive interferometric null testing method for overcoming the dynamic range limitations of conventional null testing approaches during unknown freeform optics metrology or optics manufacturing processes that require not-yet-completed surface measurements to guide the next fabrication process. In the presented adaptive method, a deformable mirror functions as an adaptable null component for an unknown optical surface. The optimal deformable mirror’s shape is determined by the stochastic parallel gradient descent algorithm and controlled by a deflectometry system. An adaptive interferometric null testing setup was constructed, and its metrology data successfully demonstrated superb adaptive capability in measuring an unknown surface. © 2016 Optical Society of America
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With the rapid development of freeform optics technology, freeform optical elements have been used to realize a wide range of important applications, including imaging systems, mobile displays, light-emitting diodes, and astronomical/space instruments. Advanced design and fabrication technologies have been developed for producing high-quality freeform optical systems.

During the optics manufacturing process, the in-process (i.e., not-yet-completed) optical surface must be accurately measured in order to guide the iterative fabrication process [1,2]. Although a customized null test [e.g., computer generated holograms (CGHs) or null lens interferometry] can provide high accuracy and precision for known optical surface metrology [3–5], its application is limited to a null or near-null situation. For example, if the test surface is being manufactured, no fixed null configuration is available because the metrology target is an evolving freeform surface. This intrinsic challenge of measuring in-process freeform optics becomes a critical factor in advanced optical fabrication processes.

Other non-null measurement methods, including deflectometry, coordinate measuring machines (CMMs), and profilometers, have been used to measure such in-process optics. However, these methods often have limitations. Due to a delicate calibration process for each configuration, the deflectometry method [6,7] has practical challenges, especially in guiding low-order (e.g., astigmatic surface error) figuring processes. Contact-type approaches such as CMMs or profilometers often require long measurement times, suffer from insufficient spatial resolution, and/or may cause damage to the optical surface.

We report an adaptive interferometric null testing method that overcomes the intrinsic dynamic range limitations of conventional null approaches. In the presented adaptive solution, a deformable mirror (DM) acts as an adaptable null component. The DM’s shape is optimized using the stochastic parallel gradient descent (SPGD) algorithm [8]. The updating DM is precisely measured using an in situ deflectometry system (DS), which includes a display screen and camera [7,9]. This unique in situ adaptive null measurement approach overcomes the limited accuracy/precision issue of a typical DM in the context of adaptive interferometry. The on-demand null condition achieved by the DM and DS enables rapid measurement of unknown freeform surfaces without requiring moving parts (except DM actuators) in the metrology system.

A schematic diagram of the adaptive metrology system including three subsystems (interferometer, DM, and DS) is depicted in Fig. 1. In practice, if the DM’s maximum stroke/deformation (e.g., 20 μm) is not sufficient, a nominal static null component such as CGH can be adopted to compensate for the nominal wavefront deformation (e.g., wavefront deformation from the ideal freeform optic). Note that the DM’s surface, not its wavefront, is directly measured by the DS in the presented adaptive interferometric null testing. Unlike other common adaptive optics/interferometry applications using a wavefront sensor, such as the Shack–Hartmann sensor for measuring the wavefront at a limited spatial resolution (e.g., 30 × 30 lenslet array), acquiring a high-resolution DM surface map (e.g., 500 × 500 pixels) is essential for distinguishing the mid- to high-spatial frequency error of the test optic from the raw data.

When the test optic is inserted into the adaptive metrology system, the initial interference fringes are acquired. Starting from the initial fringe data, the SPGD algorithm works to drive the DM. An online null condition for the unknown freeform
satisfy Eq. (2).

\[ S_n = (S_{DS1} - S_{DS0}) + S_{DM0}. \]  

Here, \( S_n \) is the in-process unknown freeform surface to be measured; \( S_n \) is the surface shape of the adaptable null, DM; \( \Delta S_n \) is the interferometer data measuring the whole metrology system; \( S_{DS0} \) is the nominal DM surface shape; \( S_{DS1} \) is the final DM surface; and \( S_{DM0} \) is the independently calibrated DM’s nominal surface shape. Note that Eq. (2) indicates approaching the null condition. Because \( S_{DM0} \) is set to be nearly flat, this calibration can be done accurately using a standard interferometer.

As the near-null condition is achieved using the DM, more accurate results are acquired without large retrace errors [10] in the interferometer data. The minimization of the DM data systematic error is achieved by measuring only the change of the DM surface from its nominal shape. Two examples showing raw DS metrology data are presented in Fig. 3 to illustrate the deflectometry patterns for different DM surface shapes.

Some experimental results demonstrating the good DM compensation capability, which show small residual errors after providing large magnitude online nulls, are presented in Table 1. For instance, the residual peak-to-valley (PV) errors are less than \( \sim 1.5 \mu m \) after creating the \( \sim 20 \mu m \) PV DM surface change as an adaptable null.

After bulk compensation using DM’s large dynamic range, the residual error is measured by the in situ DS and compensated in the data-processing pipeline as shown in Fig. 2. Note that the DM surface (compared to the wavefront at a conjugate plane measured by a Shack–Hartmann wavefront sensor) is directly measured with high-spatial resolution (e.g., 500 x 500 pixels across the DM surface) containing all of the midto high-spatial frequency surface information, which is critical for guiding the following fabrication process.

An adaptive null algorithm has been developed to control the online DM. The algorithm consists of three major steps utilizing a SPGD-based search, as shown in Fig. 2. The first step is a no-fringe area search and fringe restoration. The second step is a dense fringe detection and relaxation, and the last step is a wavefront decomposition and nulling optimization to satisfy Eq. (2).

To represent a realistic in-process optic in this study, a heavily distorted mirror was prepared by random mechanical pinching to produce a large unknown surface error. An interferometric test could not produce a complete interference fringe

\begin{equation}
S_n = f(S_n, \Delta S_n),
\end{equation}

\begin{equation}
\Delta S_n \rightarrow 0,
\end{equation}

\begin{equation}
S_n = (S_{DS1} - S_{DS0}) + S_{DM0}.
\end{equation}

Fig. 1. Schematic adaptive metrology system layout including the standard interferometer, DM, DS, and a nominal static null (optional). Dashed line represents data flow in the processing algorithms. Blue and red lines represent the interferometry and deflectometry beam paths, respectively.

### Table 1. Experimental Data Showing DM’s Adaptable Nulling Capability for Large Compensation Magnitude in DM Surface Shape Change

| Targeting Compensation Magnitude (μm) | Z| (Power) | Z| (Astigmatism) | Z| (Coma) |
|--------------------------------------|-----|---------|-----|---------------|-----|
| PV = 10.061                         | PV  = 0.583 | PV  = 0.472 | PV  = 0.454 | PV  = 0.658 | PV  = 0.693 |
|                                      | RMS  = 0.054 | RMS  = 0.048 | RMS  = 0.051 | RMS  = 0.072 | RMS  = 0.085 |
| PV = 20.122                         | PV  = 1.159 | PV  = 1.089 | PV  = 1.078 | PV  = 1.345 | PV  = 1.425 |
|                                      | RMS  = 0.105 | RMS  = 0.097 | RMS  = 0.102 | RMS  = 0.122 | RMS  = 0.161 |

*This table shows results only up to the eighth Zernike order, which are usually the largest magnitude nulling orders, while the DM used in this study controls up to 52 orthogonal modes.*
over the entire optical surface due to its limited dynamic range, as shown in Fig. 4(a).

In the first step, the no-fringe areas such as the upper left and lower right regions in Fig. 4(a) are identified. While monitoring those subregions, a local SPGD algorithm is applied to the DM actuators (more specifically, to the actuator input voltages, $U$) in each no-fringe area using Eqs. (4)–(6) until the fringes are restored. The judgment value (or figure of merit) $J$ used for guiding the SPGD process in restoring the fringes is defined in Eq. (6)

$$U^{k+1} = U^k + γδfU^k,$$
$$δf^k = f(U^k + δU^k) - f(U^k),$$
$$J = \sum_{i,j} (p_i - p_j)^2.$$

Here, $U = \{u_0, ..., u_n\}$ is the control signal vector of the actuator voltages; $m$ and $n$ are the index numbers of the actuators; $k$ is the iteration number; $γ$ is the gain coefficient; $δf$ is the variation of system performance metric $f$, which is the judgment value; $δU$ are small random perturbations having identical amplitudes and a Bernoulli probability distribution; $i$ and $j$ are two pixel index numbers in the evaluated local area image; $p_i$ and $p_j$ are the grayscale values of the two pixels.

The value $J$ increases as the fringe pattern becomes more and more distinctive, which is clearly demonstrated for a one-dimensional case in Fig. 5. During the SPGD search, the actuators are updated until the system performance metric $f$ reaches a preset threshold value, which depends on specific hardware and system settings. Once the threshold value (e.g., $J > 1.67 \times 10^{11}$) is met, all the actuators are fixed at the current position and the second fringe relaxation step begins.

Since the SPGD method is a model-free optimization technique [8] the target null shape is not limited to a specific mode or aberration (e.g., astigmatism). Another fringe restoration example using the SPGD approach is presented in Fig. 6 along with its $J$ value trajectory. The $J$ value in Eq. (6) was continuously evaluated while random parallel perturbations in the actuator control vector $U$ were applied. The $U$ vector was then iteratively updated according to Eq. (4) until the restoration process was completed.

As shown in Fig. 4(b), the no-fringe areas have been successfully recovered after the first step. However, the fringe at this step may still suffer from highly dense fringes, which means the entire metrology system is largely deviated from the null condition. The interferometric data will be adversely influenced by high-order effects, such as retrace errors [10], because the two paths (before and after reflection off the test mirror) are not the same. During the second step, the same SPGD search algorithm and DM surface updating is applied, except the judgment criterion $J$ is simply replaced with the overall surface PV from the interferometer, and the plus sign is replaced by a minus sign in Eq. (4). Although the PV is affected by the high-order errors mentioned earlier, it is still sufficient to guide the SPGD process until it reaches the initial status for the third step, as shown in Fig. 4(c). In our experiment, the second step $J$ value threshold was set to 4 μm PV. [Note: Other statistical values such as the root mean square (RMS) can also be used as a threshold criterion according to a specific system or need].

The third step is a global optimization process, during which the entire area of the test surface is monitored and all actuators are simultaneously updated. Instead of blindly initiating the third SPGD process, the initial surface map for the third step [e.g., Fig. 4(c)] is decomposed to Zernike modes, and the DM is updated to compensate for the same amount of wavefront deformations. After the first deterministic update, the same SPGD approach used in the second step is applied with a more rigorous $J$ value threshold. In our study, the $J$ value threshold in the third step was set as <500 nm PV. After the three steps, near-null interference fringes [Fig. 4(d)] are obtained, and an accurate test surface map can be calculated.

An interferometric adaptive null testing system was built as shown in Fig. 7. A Zygo interferometer (40" VeriFire ATZ) was used with a standard transmission flat. A liquid crystal display

---

**Fig. 4.** Interference fringes for an in-process unknown freeform mirror (with an elliptical clear aperture) between the three SPGD searching steps. (a) The initial fringe before the searching process; (b) and (c) fringes after the first and second steps, respectively; and (d) the final interference fringe.

**Fig. 5.** One-dimensional demonstration showing the judgment value $J$ as the fringe restoration criterion during the SPGD search process. (a) Represents the no-fringe case, (b) the middle of the restoration process, and (c) the final fringe with its $J$ value.

**Fig. 6.** SPGD-guided fringe restoration process using Eqs. (4)–(6) along with the judgment value $J$ evolution. The full Media is given in Visualization 1 (note: $γ = 4 \times 10^{-10}$, $J$ threshold = $1.67 \times 10^{11}$).

**Fig. 7.** Interferometric adaptive null testing system using a Zygo interferometer. Red area indicates the beam path of the interferometer, while the blue area indicates the DS beam path.
(Mimo Inc., UM-710S, 7”, 800 × 480 pixels) and a charge-coupled device (CCD) camera (PointGrey Inc., Flea3 1.3 MP Mono USB3 Vision, VITA 1300) were configured for the DS subsystem. For the adaptive null component, a membrane DM (ALPAO Inc., DM52-25, 15 mm pupil diameter, 52 actuators, subsystem. For the adaptive null component, a membrane DM Mono USB3 Vision, VITA 1300) were configured for the DS coupled device (CCD) camera (PointGrey Inc., Flea3 1.3 MP surface was measured as 15.40 μm PV and 46.83 μm RMS, as shown in Fig. 8(b). The final optical null was measured using the adaptive interferometric null testing system. As mentioned earlier, the mirror was not measurable, as shown in Fig. 8(a), due to its incomplete interference fringes shown in Fig. 4(a). The adaptable null, DM, was driven through the three SPGD-based steps to realize a near-null condition shown in Fig. 4(d).

The interferometer’s raw measurement ΔS_n is acquired from the final fringes with 390.44 nm PV and 46.83 nm RMS as presented in Fig. 8(b). The final optical null S_n of the DM surface was measured as 15.40 μm PV and 2.85 μm RMS [Fig. 8(c)]. Finally, we obtained the unknown mirror surface shape S_i with 15.79 μm PV and 2.89 μm RMS in Fig. 8(d) after processing the interferometer data ΔS_n and S_n together by considering the ray-path in the final null configuration [11].

We note that there are always some additional difficulties and uncertainties combined with imperfect modeling of the entire metrology system, such as unknown hardware noise and mapping between multiple maps in the data-processing pipeline. As the test optic reaches its ideal shape in the manufacturing process, however, the DM will eventually converge to a flat (or a modeled nominal shape), and the high-order effects and uncertainties will be greatly reduced. Also, although the SPGD method’s convergence rate depends on many factors, such as the number of DM actuators, image resolution, and computer specification, a typical search time for the presented case studies was about 6–9 min.

To confirm the fidelity of the presented technique, a mirror, which was also measurable by the Zygo interferometer, was measured using the adaptive interferometric null testing system, as presented in Fig. 9. (Note that the mirror in Fig. 8 could not be cross-checked because it was not measurable by the interferometer.) The adaptive null technique measured the mirror shape with 1.810 μm PV and 0.365 μm RMS, as shown in Fig. 9(a). The Zygo data in Fig. 9(b) show 1.822 μm PV and 0.370 μm RMS. The direct difference map is also presented in Fig. 9(c) with 101.36 nm PV and 18.07 nm RMS.

The critical limit of the presented method is set by the available DM, which is used as an updatable null component, because this metrology concept leverages readily available adaptive optics technology. In our study, an unknown freeform optic with 12 mm × 8 mm clear apertures and ~15 μm PV was successfully measured using the specific ALPAO DM model.

In consideration of recent DM-related studies and developments [12–14], we expect that in-process unknown freeform optics with stronger departure values (e.g., 35 μm) can be measured.

We report an adaptive interferometric null testing method to overcome the dynamic range limitations of conventional null testing approaches, and this method is especially useful for guiding computer-controlled optics-manufacturing processes, which require the measurement of not-yet-ideal surfaces. A deformable mirror acts as an adaptable null component, and its shape is controlled by the SPGD-based search algorithm with an in situ deflectometry measurement system. The adaptive metrology system was designed and built using a Zygo interferometer. The experimental results successfully demonstrated its capability in measuring an unknown optical surface, which was cross-confirmed by independent interferometer-only data.
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